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Abstract

This work arose from efforts to generalise the usual cubical boundary by using different ‘weights’ for opposite faces, but still to obtain a chain complex, and this method was found to generalise. We describe a variant of the classical singular cubical homology theory, in which the usual boundary \((n-1)\)-cubes of each \(n\)-cube are replaced by combinations of internal \((n-1)\)-cubes parallel to the boundary. This defines a generalised homology theory, but the usual singular homology can be recovered by taking the quotient by the degenerate singular cubes.
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1. Introduction

There are different ways to define singular homology groups, for instance by using simplices, see e.g. [4], [13], [10], or cubes, see [5, 9]. Because the latter construction is only one of some possible ways to get this well known theory, it seems that today mathematicians only have historical interest in it, but less mathematical interest, because by using simplices instead of cubes one gets isomorphic homology groups, and the simplicial homology theory as it is introduced in [3] is well-understood and a common tool of topologists. Singular homology theory is a very useful and successful method not only for mathematicians but also in other fields of science. It is used for instance for digital image processing and nonlinear dynamics, where even the cubical variant is used, see [7]. Cubical methods are also essential in [1].

Here we show an easy way to generalise cubical singular homology. In the ordinary cubical singular homology theory the boundary operator is constructed by taking the topological boundary of an \( n \)-dimensional unit cube as a linear combination of \( 2 \cdot n \) cubes of dimension \((n-1)\), provided with alternating signs. We generalise this by ‘drawing’ in all \( n \) directions a linear combination of a fixed number \( L + 1 \) of \((n-1)\)-dimensional cubes parallel to the topological boundary, provided with a coefficient tuple \( \vec{m} := (m_0, m_1, m_2, \ldots, m_L) \). Note that for a fixed \( L > 1 \), ‘our’ boundary operator \( \vec{m} \partial_n \) is determined not only by the topological boundary but also by parts of the interior of the unit cube, in contrast to the classical cubical homology theory.

Let \( \text{TOP}^2 \) be the category of pairs of topological spaces and continuous maps as morphisms. That means that \((f : (X, A) \rightarrow (Y, B)) \in \text{TOP}^2\) if and only if \( X \) and \( Y \) are topological spaces and \( A \subset X, B \subset Y \) and \( A, B \) carry the subspace topology and \( f \) is continuous and \( f(A) \subset B \). Let \( \mathcal{R} \) be a commutative ring with unit \( 1_R \). Let \( \mathcal{R}\text{-MOD} \) be the category of \( \mathcal{R} \)-modules.

As in the classical theory, our construction yields a chain complex with decreasing dimensions, i.e. we get a sequence of natural transformations \( \vec{m} \partial_n \) with the property \( \vec{m} \partial_n \circ \vec{m} \partial_{n+1} = 0 \). Hence we shall be able to define homology modules

\[
\vec{m} H_n(X, A) := \frac{\text{kernel}(\vec{m} \partial_n)}{\text{image}(\vec{m} \partial_{n+1})},
\]

and this will lead to a sequence of functors \( \vec{m} H_n : \text{TOP}^2 \rightarrow \mathcal{R}\text{-MOD} \), for all \( n \geq 0 \).

The exactness axiom follows immediately, and with an additional condition on the fixed coefficient tuple \( \vec{m} \) the homotopy axiom holds. Unfortunately, so far the excision axiom could be verified only in the case of \( L = 1 \), but in that special case we get a class of extraordinary homology theories. For \( L = 1 \), our boundary operator can be regarded as a kind of ‘weighted’ topological boundary of a cube, with the weight \((m_0, m_1)\).

In this way for every fixed \( L \in \mathbb{N} \) and fixed tuple \( \vec{m} \in \mathcal{R}^{L+1} \) a functor \( \vec{m} H_n : \text{TOP}^2 \rightarrow \mathcal{R}\text{-MOD} \) will be constructed for each \( n \geq 0 \). In the special case \( \mathcal{R} := \mathbb{Z} \) we shall see that the homotopy axiom holds if and only if the greatest common divisor of \( \{m_0, m_1, m_2, \ldots, m_L\} \) is 1. If \( L = 1 \) and gcd \( \{m_0, m_1\} = 1 \) the excision axiom holds, so we get an extraordinary homology theory. Finally, the ordinary singular homology can be recovered by taking quotients by ‘degenerate’ singular cubes.
This new construction is primarily of theoretical interest, since all the homology modules which we can compute in our homology theory we can already compute in terms of the ordinary singular homology, by using the clever method from [2]. If we take the ring \( R := \mathbb{Z} \), we are able to compute the homology groups for a finite CW-complex, and we express them as a product of singular homology groups.

We assume that the reader is familiar both with the construction of the classical cubical singular homology, e.g. in [9], and also with homological algebra and ordinary singular homology theory, see e.g. [10, p.57 ff], or [4, p.97 ff].

2. General Definitions and Notations

We denote the natural numbers by \( \mathbb{N}_0 := \{0, 1, 2, 3, \ldots \} \), the positive integers by \( \mathbb{N} := \{1, 2, 3, \ldots \} \), the ring of integers by \( \mathbb{Z} \) and the real numbers by \( \mathbb{R} \).

The brackets \( (\cdots) \) will be used for tuples and besides \([\cdots]\) to structure text and formulas, \([r,s]\) also for the closed interval, \([u]\) for the equivalence class of a quotient module. The brackets \( (\cdots) \) will be needed for the boundary operator, \(|\cdots|\) for the subdivision operator and \(\{\cdots\}\) for sets.

As before let \( R \) be a commutative ring with unit \( 1_R \). Let \( X \) be a topological space. All maps we shall use will be continuous.

For each \( n \in \mathbb{N} \) let \( I^n \) be the \( n \)-dimensional unit cube, that means \( I^n := \{ (x_1, x_2, \ldots, x_n) \in \mathbb{R}^n \mid x_i \in [0,1] \text{ for } 1 \leq i \leq n \} \), provided with the Euclidean topology, and let \( I^0 := \{0\} \). We write \( I^1 = I = [0,1] \), the unit interval.

**Definition 1.** Define the sets \( S_n(X) := \{ T : I^n \to X \mid T \text{ is continuous} \} \), and \( K_n(X) := \text{the free } R\text{-module with the basis } S_n(X) \), for all \( n \in \mathbb{N}_0 \), as well as \( K_{-1}(X) := \{0\} \), the trivial \( R \)-module. Every \( u \in K_n(X) \) is called a chain.

Let us assume given for each topological space \( X \) and \( n \in \mathbb{N}_0 \) an \( R \)-module morphism \( \partial_n : K_n(X) \to K_{n-1}(X) \). If we have the property \( \partial_n \circ \partial_{n+1} = 0 \) for all \( n \geq 0 \), we call the map \( \partial_n \) a boundary operator, and the sequence \((\partial_n)_{n \geq 0}\) of \( R \)-module morphisms is called a chain complex \( K_\ast(X) \),

\[
K_\ast(X) := \ldots \to \partial_1 K_n(X) \xrightarrow{\partial_0} K_{n-1}(X) \xrightarrow{\partial_1} \ldots \to \partial_1 K_0(X) \xrightarrow{\partial_1} K_{-1}(X) \to 0.
\]

An element \( u \in \ker(\partial_n) \) is called a cycle, an element \( w \in \im(\partial_n) \) is called a boundary. Because \( \partial_n \circ \partial_{n+1} = 0 \), the \( R \)-module

\[
\mathcal{H}_n(X) := \frac{\ker(\partial_n)}{\im(\partial_{n+1})}
\]

is well defined for all topological spaces \( X \) and all \( n \in \mathbb{N}_0 \); \( \mathcal{H}_n(X) \) is called the \( n \)th-homology \( R \)-module of \( X \).

Two continuous functions \( f, g : X \to Y \) are homotopic, written \( f \simeq g \), if and only if there is a continuous \( H : X \times I \to Y \) such that for all \( x \in X \) we have \( H(x,0) = f(x) \) and \( H(x,1) = g(x) \).

**Definition 2.** Let \( \mathcal{H} := (\mathcal{H}_n)_{n \geq 0} \) be a sequence of functors \( \mathcal{H}_n : \text{TOP} \to \text{R-MOD} \). We say that the functors \( \mathcal{H} \) satisfy the Homotopy Axiom if and only if for all \( f, g : X \to Y \) with \( f \simeq g \) we have \( \mathcal{H}_n(f) = \mathcal{H}_n(g) \), for all \( n \in \mathbb{N}_0 \).
Let $\mathcal{M}$ be an arbitrary subset of the ring $\mathcal{R}$. We write $\text{Span}_\mathcal{R}(\mathcal{M})$ for the ideal of $\mathcal{R}$ generated by $\mathcal{M}$. We have $\text{Span}_\mathcal{R}(\mathcal{M}) = \mathcal{R}$ if and only if there are a number $k \in \mathbb{N}$ and sets $\{m_1, m_2, \ldots, m_k\} \subset \mathcal{M}$ and $\{r_1, r_2, \ldots, r_k\} \subset \mathcal{R}$ such that $\sum_{i=1}^k r_i \cdot m_i = 1$. 

**Definition 3.** Let $a, b$ be elements of the ring $\mathcal{R}$. We say that $(a, b)$ fulfils the condition $\mathcal{NCD}$ if and only if for all $n \in \mathbb{N}$ there exists $x_n, y_n \in \mathcal{R}$ with 

$$x_n \cdot a^n + y_n \cdot b^n = 1.$$ 

Of course, $\mathcal{NCD}$ is equivalent to $\text{Span}_\mathcal{R}(a^n, b^n) = \mathcal{R}$ for all $n \in \mathbb{N}$. The letters $\mathcal{NCD}$ remind us of 'No Common Divisor'. In the ring $\mathbb{Z}$ we have that $(a, b)$ has the property $\mathcal{NCD}$ if and only if the ideal generated by $(a, b)$ is $\mathbb{Z}$.

**Definition 4.** Let $\mathcal{S}$ be a set of indices, let $\mathcal{U} := \{U_i \mid i \in \mathcal{S}\}$ be a family of subsets of $X$ whose interiors cover $X$. Let

$$\mathcal{S}_n(X, \mathcal{U}) := \{T \in \mathcal{S}_n(X) \mid \text{there is an } i \in \mathcal{S} \text{ such that } T(\mathcal{I}^n) \subset U_i\}.$$ 

For all $n \in \mathbb{N}_0$ and for every topological space $X$ we define $\mathcal{K}_n(X, \mathcal{U})$ to be the free $\mathcal{R}$-module with the basis $\mathcal{S}_n(X, \mathcal{U})$. The elements $u \in \mathcal{K}_n(X, \mathcal{U})$ are called $\mathcal{U}$-small chains. For a subset $A \subset X$ with the canonical inclusion $i : A \hookrightarrow X$, the map $i$ leads to a canonical inclusion 

$$\mathcal{q} : \mathcal{K}_n(A, \mathcal{U}) \hookrightarrow \mathcal{K}_n(X, \mathcal{U})$$

in $\mathcal{R}$-$\text{MOD}$. Define 

$$\mathcal{K}_n(X, A, \mathcal{U}) := \frac{\mathcal{K}_n(X, \mathcal{U})}{\mathcal{K}_n(A, \mathcal{U})},$$

and this yields an inclusion 

$$\mathcal{K}_n(X, A, \mathcal{U}) \xrightarrow{\mathcal{j}} \mathcal{K}_n(X, A)$$

**Definition 5.** For each $T \in \mathcal{S}_n(X)$, i.e. $T : \mathcal{I}^n \rightarrow X$, we construct the maps $$\|T\|_{\alpha, \varepsilon, \beta} \in \mathcal{S}_n(X),$$ which will be used for the excision axiom. First we need an auxiliary map $q_n : \mathbb{R}^n \rightarrow \mathcal{I}^n$, for all dimensions $n \in \mathbb{N}$. For $(y_1, y_2, \ldots, y_n) \in \mathbb{R}^n$ let $q_n(y_1, y_2, \ldots, y_n) := (z_1, z_2, \ldots, z_n) \in \mathcal{I}^n$, where

$$z_i := \begin{cases} 0 & \text{if } y_i \leq 0, \\ y_i & \text{if } y_i \in [0, 1], \\ 1 & \text{if } y_i \geq 1, \quad \text{for } i \in \{1, 2, \ldots, n\}. \end{cases}$$

For fixed $\alpha \in \mathbb{R}$ and fixed $\bar{\varepsilon} := (v_1, v_2, \ldots, v_n), \bar{\beta} := (e_1, e_2, \ldots, e_n) \in \mathbb{R}^n$, define the map $H_{\alpha, \bar{\varepsilon}, \beta} : \mathcal{I}^n \rightarrow \mathcal{I}^n$ by $H_{\alpha, \bar{\varepsilon}, \beta}(x_1, x_2, \ldots, x_n) := (y_1, y_2, \ldots, y_n)$, where 

$$y_i := \alpha \cdot (e_i + v_i \cdot z_i), \quad \text{for all } i \in \{1, 2, \ldots, n\}.$$ 

Finally for each $T : \mathcal{I}^n \rightarrow X$ we set $\|T\|_{\alpha, \bar{\varepsilon}, \beta} := (T \circ q_n \circ H_{\alpha, \bar{\varepsilon}, \beta}) : \mathcal{I}^n \rightarrow X$.

**Definition 6.** Let $n \in \mathbb{N}$. Let $\mathcal{D}_n(X)$ be the subset of $\mathcal{S}_n(X)$ consisting of the degenerate cubes, i.e. those $T \in \mathcal{S}_n(X)$ such that there is a $j \in \{1, 2, \ldots, n\}$ and for $y, z \in [0, 1]$ we have 

$$T(x_1, \ldots, x_{j-1}, y, x_{j+1}, \ldots, x_n) = T(x_1, \ldots, x_{j-1}, z, x_{j+1}, \ldots, x_n).$$
We define the free $\mathcal{R}$-module $\mathcal{K}_n(X)$, which will be an ideal of $K_n(X)$. A chain \( \sum_{i=1}^p r_i \cdot T_i \in K_n(X) \) is an element of $\mathcal{K}_n(X)$ if and only if for all $i = 1, 2, \ldots, p$ we have $T_i \in D_n(X)$. That means that $\mathcal{K}_n(X)$ is the free $\mathcal{R}$-module generated by degenerate maps. We have $\mathcal{K}_D(0)(X) = \{0\}$.

Definition 8. Define for a fixed $\alpha \in \mathcal{R}$ the submodule $\text{Ideal}_{\alpha,n}(X)$ of $K_n(X)$, generated by $\alpha \mathcal{R}$. That means a chain \( \sum_{i=1}^p r_i \cdot T_i \in K_n(X) \) belongs to $\text{Ideal}_{\alpha,n}(X)$ if and only if for all $i = 1, 2, \ldots, p$ either $T_i$ is degenerate, or $r_i$ is a multiple of $\alpha$.

Definition 9. For fixed $\alpha \in \mathcal{R}$ and for all $n \in \mathbb{N}_0$ let
\[
\Gamma_{\alpha,n}(X) := \text{Ideal}_{\alpha,n}(X) + \mathcal{K}_D(n)(X)
\]
(generally this is not a direct sum). Then $\Gamma_{\alpha,n}(X)$ is an ideal of $K_n(X)$, and a chain \( \sum_{i=1}^p r_i \cdot T_i \in K_n(X) \) belongs to $\Gamma_{\alpha,n}(X)$ if and only if for all $i = 1, 2, \ldots, p$ either $T_i$ is degenerate, or $r_i$ is a multiple of $\alpha$.

Definition 10. Correspondingly to the previous three definitions we define for pairs $(X, A) \in \text{TOP}^2$ for a fixed $\alpha \in \mathcal{R}$ the quotients of $\mathcal{R}$-modules $\mathcal{K}_D(n)(X, A)$, $\text{Ideal}_{\alpha,n}(X, A)$ and $\Gamma_{\alpha,n}(X, A)$, for all $n \in \mathbb{N}_0$. That means that two chains $u$ and $w$ represent the same equivalence class if and only if the difference $u - w$ is a chain in $A$.

Further, we define the quotients of $\mathcal{R}$-modules
\[
\mathcal{K}_n(X)_{\sim \Gamma, \alpha} := \frac{\mathcal{K}_n(X)}{\Gamma_{\alpha,n}(X)} \quad \text{and} \quad \mathcal{K}_n(X, A)_{\sim \Gamma, \alpha} := \frac{\mathcal{K}_n(X, A)}{\Gamma_{\alpha,n}(X, A)}.
\]

3. The Boundary Operator

Fix a natural number $L \geq 1$ and an $(L+1)$-tuple $\vec{m}$ of ring elements, $\vec{m} := (m_0, m_1, m_2, \ldots, m_L) \in \mathcal{R}^{L+1}$. For each $n \in \mathbb{N}_0$ we shall define a ‘boundary operator’ $\partial_n : \mathcal{K}_n(X) \rightarrow \mathcal{K}_{n-1}(X)$. For integers $n \geq 1$ and $T \in S_n(X)$ we shall define a map $(T)_{n,i,j} : S_{n-1}(X)$, for all integers $0 \leq i \leq L$ and $1 \leq j \leq n$.

For $n = 1$ let $\langle T \rangle_{1,1,1} \in S_0(X)$ with $\langle T \rangle_{1,1,1}(0) := T(T)$. For $n > 1$ and every $(n-1)$-tuple $(x_1, x_2, \ldots, x_{n-1}) \in \Gamma^{n-1}$ we set
\[
\langle T \rangle_{n,i,j} \left( x_1, x_2, \ldots, x_{j-1}, x_j, \ldots, x_{n-1} \right) := T \left( x_1, x_2, \ldots, x_{j-1}, \frac{i}{L}, x_j, \ldots, x_{n-1} \right).
\]

Finally for every $n \in \mathbb{N}$ and all $T \in S_n(X)$ let
\[
\vec{m} \partial_n(T) := \sum_{j=1}^{n} (-1)^{j+1} \cdot \sum_{i=0}^{L} m_i \cdot \langle T \rangle_{n,i,j},
\]
and for $n = 0$ let $\vec{m} \partial_0(T) := 0$, the only possible map.
See Figure 1, which illustrates the case $n := 2, L := 3, \vec{m} := (9, 1, 4, -3)$ and $T := id(I^2)$. On the left hand side you see the two-dimensional unit cube $I^2$, the right hand side shows $\vec{m} \partial_2(T)$, i.e. the images of eight one-dimensional unit cubes $\langle T \rangle_{2,i,j}$, $i \in \{0, 1, 2, 3\}$ and $j \in \{1, 2\}$, multiplied by coefficients $9, 1, 4, -3$, elements of the ring $R := \mathbb{Z}$.

For a ‘chain’ $u = r_1 \cdot T_1 + r_2 \cdot T_2 \in \mathcal{K}_n(X)$ define $\vec{m} \partial_n(u)$ by linearity,

$$\vec{m} \partial_n(r_1 \cdot T_1 + r_2 \cdot T_2) := r_1 \cdot \vec{m} \partial_n(T_1) + r_2 \cdot \vec{m} \partial_n(T_2).$$

**Remark:** For $L \geq 2$ the map $\vec{m} \partial_n$ is defined not only on the topological boundary but also on parts of the interior of $I^n$. We use the name ‘boundary operator’ only for historical reasons.

**Theorem 1.** For arbitrary $L \in \mathbb{N}$ and $(L + 1)$-tuples $\vec{m} = (m_0, m_1, m_2, \ldots, m_L) \in R^{L+1}$ we have for all $n \in \mathbb{N}$: $\vec{m} \partial_{n-1} \circ \vec{m} \partial_n = 0$.

**Proof.** For $n = 1$ the statement is trivial. For $n = 2$ the proof is similar to the cases with $n \geq 3$, which we shall show in detail. Thus, let $n \geq 3$. Because of the linearity of $\vec{m} \partial_n$ it suffices to prove the theorem for the basis of $\mathcal{K}_n(X)$. Let $T : I^n \to X$ be continuous, i.e. $T \in S_n(X)$. We have

$$\vec{m} \partial_{n-1} \circ \vec{m} \partial_n(T) = \vec{m} \partial_{n-1} \left( \sum_{j=1}^{n} \sum_{i=0}^{L} (-1)^{j+1} \cdot m_i \cdot \langle T \rangle_{n,i,j} \right)$$

$$= \sum_{j=1}^{n} \sum_{i=0}^{L} (-1)^{j+1} \cdot m_i \cdot \vec{m} \partial_{n-1} \left( \langle T \rangle_{n,i,j} \right)$$

$$= \sum_{j=1}^{n} \sum_{i=0}^{L} (-1)^{j+1} \cdot m_i \cdot \sum_{p=1}^{n-1} (-1)^{p+1} \sum_{k=0}^{L} m_k \cdot \langle T \rangle_{n,i,j} \rangle_{n-1,k,p}.$$ 

Thus

$$\vec{m} \partial_{n-1} \circ \vec{m} \partial_n(T) = \sum_{j=1}^{n} \sum_{p=1}^{n-1} (-1)^{j+p+2} \cdot \sum_{i=0}^{L} \sum_{k=0}^{L} m_i \cdot m_k \cdot \langle T \rangle_{n,i,j} \rangle_{n-1,k,p}.$$  

(4)
Note that the following display is not suited for special cases like $j = 1, j = n, p = 1, p = n - 1, j = p$ or $j = p + 1$. Nevertheless the claim of Theorem 1 remains true in all these cases. Let $(x_1, x_2, x_3, \ldots, x_{n-2})$ be an arbitrary point in $\mathbb{I}^{n-2}$. For fixed $i, k \in \{0, 1, 2, \ldots, L\}$ we have for $p \in \{1, 2, \ldots, n-1\}$ and $j \in \{1, 2, \ldots, n\}$

$$\langle (T_{n,i,j})_{n-1,k,p} \rangle_{n-1,k,p} = (x_1, \ldots, x_{p-1}, k, x_p, \ldots, x_{n-2}) \quad \text{if} \quad j \leq p,$$

$$\langle (T_{n,i,j})_{n-1,k,p} \rangle_{n-1,k,p} = \left\{ \begin{array}{ll}
T(x_1, \ldots, x_{j-1}, i, x_j, \ldots, x_{p-1}, k, x_p, \ldots, x_{n-2}) & \text{if} \quad j > p,
T(x_1, \ldots, x_{p-1}, k, x_p, \ldots, x_{j-1}, i, x_j, \ldots, x_{n-2}) & \text{if} \quad j > p.
\end{array} \right.$$

The sign of $\partial_{n-1} \circ \partial_n(T)$ depends on $j$ and $p$ only. It is easy to see that for $j \leq p$

$$(1)^{j+p+2} m_i m_k \langle (T_{n,i,j})_{n-1,k,p} \rangle_{n-1,k,p} + (1)^{(p+1)+j+2} m_k m_i \langle (T_{n,k,p+1})_{n-1,i,j} \rangle_{n-1,i,j} = 0.$$
pairwise. That means for an arbitrary index $\sigma$ that
\[ m_nH_n(p) \cong \begin{cases} \{x \in R | \sigma \cdot x = 0\} & \text{if } n \text{ is odd} \\ R/(\sigma \cdot R) & \text{if } n \text{ is even,} \end{cases} \]
i. e. for $\sigma = 0$ we get $m_nH_n(p) \cong R$ for all $n \in \mathbb{N}_0$.

The above construction of $m_nH_n(X)$ yields a functor $m_n : \text{TOP} \rightarrow \text{R-MOD}$, for all $n \in \mathbb{N}_0$: Let $f : X \rightarrow Y$ be continuous and $T \in S_n(X)$, then we have $f \circ T \in S_n(Y)$. Let $K_n(f) : S_n(X) \rightarrow S_n(Y)$, for all basis elements $T \in S_n(X)$ let $K_n(f)(T) := f \circ T$. We create a functor $K_n : \text{TOP} \rightarrow \text{R-MOD}$, with
\[ K_n \big( X \xrightarrow{f} Y \big) := K_n(X) \xrightarrow{K_n(f)} K_n(Y), \]
$K_n(f)$ is well defined by linearity, and for an arbitrary map $(f : X \rightarrow Y) \in \text{TOP}$ the following diagram commutes in $\text{R-MOD}$ for all $n \in \mathbb{N}$:
\[ \cdots \xrightarrow{\partial_{n+1}} K_{n+1}(X) \xrightarrow{\partial_n} K_n(X) \xrightarrow{\partial_{n-1}} K_{n-1}(X) \xrightarrow{\partial_{n-2}} \cdots \]
\[ \cdots \xrightarrow{\partial_{n+1}} K_{n+1}(Y) \xrightarrow{\partial_n} K_n(Y) \xrightarrow{\partial_{n-1}} K_{n-1}(Y) \xrightarrow{\partial_{n-2}} \cdots \]
Thus we get $K_{n-1}(f) \circ \partial_n = \partial_n \circ K_n(f)$ for all $n \in \mathbb{N}_0$, hence $K_n(f)$ maps cycles to cycles and boundaries to boundaries. For an arbitrary map $(f : X \rightarrow Y) \in \text{TOP}$, for a cycle $u$, hence $[u]_\sim \in m_nH_n(X)$, let
\[ m_nH_n(f)([u]_\sim) := [K_n(f)(u)]_\sim \in m_nH_n(Y), \]
and we define
\[ m_nH_n \big( X \xrightarrow{f} Y \big) := m_nH_n(X) \xrightarrow{\partial_nH_n(f)} m_nH_n(Y). \]
In this way $m_nH_n$ is a functor $\text{TOP} \rightarrow \text{R-MOD}$.

In a similar way $m_nH_n$ will be extended to a functor $\text{TOP} \rightarrow \text{R-MOD}$: (The following description is rather brief. For more details the reader should study [10, p.95 ff.], or [9, p.22 ff.], or other books about singular homology theory).

If there is $(f : (X, A) \rightarrow (Y, B)) \in \text{TOP}^2$, we have subspaces $A \rightarrow X$ and $B \rightarrow Y$ (in $\text{TOP}$), and submodules $K_n(A) \rightarrow K_n(X)$ as well as $K_n(B) \rightarrow K_n(Y)$ (in $\text{R-MOD}$). Hence the $\text{R}$-modules $K_n(X, A) := \frac{K_n(X)}{K_n(A)}$ and $K_n(Y, B) := \frac{K_n(Y)}{K_n(B)}$ are well defined for $n \in \mathbb{N}_0$, $K_{-1}(X, A) := \{0\}$. For a ’chain’ $u \in K_n(X)$ let $[u] \in K_n(X, A)$ be the equivalence class of $u$ modulo $K_n(A)$. Thus $[u] = [w]$ if and only if $u - w \in K_n(A)$, that means that $u - w$ is a chain in $A$.

The just constructed boundary operator $\partial_n : K_n(A) \rightarrow K_{n-1}(X, A)$ also yields a map $K_n(X, A) \rightarrow K_{n-1}(X, A)$, which we call $\partial_n$, too. It has the property $\partial_n \circ \partial_{n+1} = 0$, for $n \geq 0$, as before. We define a corresponding chain complex $m_nK_n(X, A)$ for pairs $(X, A)$, to be
\[ \cdots \xrightarrow{\partial_{n+1}} K_n(X, A) \xrightarrow{\partial_n} K_{n-1}(X, A) \xrightarrow{\partial_{n-1}} \cdots \xrightarrow{\partial_1} K_0(X, A) \xrightarrow{\partial_0} \{0\}. \]
For $(f : (X, A) \rightarrow (Y, B)) \in \text{TOP}^2$ and $T \in S_n(A)$ we have $f \circ T \in S_n(B)$ (because $f(A) \subset B$). Let
\[ K_n(f)([u]) := [K_n(f)(u)] \in K_n(Y, B) \text{ for } [u] \in K_n(X, A), \]
and $K_n(f)$ is well defined. Hence $K_n$ yields a functor $\text{TOP} \rightarrow \mathcal{R} \text{-MOD}$ as well as a functor $\text{TOP}^2 \rightarrow \mathcal{R} \text{-MOD}$.

As above, for an arbitrary $(f : (X, A) \rightarrow (Y, B)) \in \text{TOP}^2$, the following diagram commutes in $\mathcal{R} \text{-MOD}$ for $n \in \mathbb{N}_0$:

$$
\cdots \xrightarrow{\partial_n} K_{n+1}(X, A) \xrightarrow{\partial_n} K_n(X, A) \xrightarrow{\partial_n} K_{n-1}(X, A) \xrightarrow{\partial_n} \cdots \xrightarrow{\partial_n} K_{n+1}(Y, B) \xrightarrow{\partial_n} K_n(Y, B) \xrightarrow{\partial_n} K_{n-1}(Y, B) \xrightarrow{\partial_n} \cdots
$$

For a chain $u \in K_n(X)$, by abuse of notation we sometimes denote the equivalence class $[u] \in K_n(X, A)$ simply by $u$. If $\partial_n(u) \in K_{n-1}(A)$ let from now on $[u]_\sim \in \tilde{m} \mathcal{H}_n(X, A)$ be the equivalence class modulo image$(\partial_n)$. We call such a chain $u$ a cycle. For a cycle $u$ and $f : (X, A) \rightarrow (Y, B)$, let

$$
\tilde{m} \mathcal{H}_n(f) ([u]_\sim) := [K_n(f)(u)]_\sim,
$$

and we have

$$
\partial_n \circ \tilde{m} \mathcal{H}_n(f)(u) = \tilde{m} \mathcal{H}_n(f)(\partial_n(u)) \in K_{n-1}(B).
$$

Hence $\tilde{m} \mathcal{H}_n(f)$ maps cycles to cycles and boundaries to boundaries as above. Therefore $[K_n(f)(u)]_\sim \in \tilde{m} \mathcal{H}_n(Y, B)$, and the functor $\tilde{m} \mathcal{H} : \text{TOP}^2 \rightarrow \mathcal{R} \text{-MOD}$ is well defined for all $n \in \mathbb{N}_0$. As an abbreviation take

$$
\tilde{m} \mathcal{H}_n \left( (X, A) \xrightarrow{f} (Y, B) \right) := \tilde{m} \mathcal{H}_n(X, A) \xrightarrow{f} \tilde{m} \mathcal{H}_n(Y, B).
$$

4. The Homotopy Axiom

The reader should note that in the following we shall omit the weight `$\tilde{m}$’ in the boundary operator $\tilde{m} \partial_n$ for an easier display.

Lemma 1. $\tilde{m} \mathcal{H}$ satisfies the homotopy axiom if and only if for all topological spaces $X$ and for $e_0, e_1 : X \rightarrow X \times I$, $e_0(x) := (x, 0)$ and $e_1(x) := (x, 1)$, the equation $\tilde{m} \mathcal{H}_n(e_0) = \tilde{m} \mathcal{H}_n(e_1)$ holds for every $n \in \mathbb{N}_0$.

Proof. ‘$\Rightarrow$’: Since $e_0 = \text{Id}_{X \times I} \circ e_0$ and $e_1 = \text{Id}_{X \times I} \circ e_1$, we have $e_0 \simeq e_1$.

‘$\Leftarrow$’: If we assume $f \simeq g$ there is a continuous $H$ with $f = H \circ e_0$ and $g = H \circ e_1$, and $\tilde{m} \mathcal{H}_n$ is a functor, hence

$$
\tilde{m} \mathcal{H}_n(f) = \tilde{m} \mathcal{H}_n(H) \circ \tilde{m} \mathcal{H}_n(e_0) = \tilde{m} \mathcal{H}_n(H) \circ \tilde{m} \mathcal{H}_n(e_1) = \tilde{m} \mathcal{H}_n(g).
$$

Note that the maps $e_0, e_1 : X \rightarrow X \times I$ induce canonically two maps

$$
e_0, e_1 : \mathcal{S}_n(X) \rightarrow \mathcal{S}_n(X \times I), \text{ by } e_i(T) := e_i \circ T, \text{ for } i \in \{0, 1\},$$

and by linearity two maps $e_0, e_1 : K_n(X) \rightarrow K_n(X \times I)$.

Theorem 2 (Homotopy Axiom). Let $L \in \mathbb{N}$ and let $\tilde{m} = (m_0, m_1, \ldots, m_L) \in \mathcal{R}^{L+1}$ be the weight of $\tilde{m} \mathcal{H}$. Then $\tilde{m} \mathcal{H}$ satisfies the homotopy axiom if and only if $\text{Span}_\mathcal{R}(\tilde{m}) = \mathcal{R}$. 
Proof. \(\Longleftrightarrow\): We assume that \(\text{Span}_R(\vec{m}) = R\). Because of this assumption a set \(\{r_0, r_1, \ldots, r_L\} \subset \mathbb{R}\) exists with \(\sum_{k=0}^{L} r_k \cdot m_k = 1\).

First we construct \(L + 1\) continuous auxiliary functions. For fixed \(L \in \mathbb{N}\) and for all \(k \in \{0, 1, 2, \ldots, L\}\) we define a map \(\chi_k : [0, 1] \rightarrow [0, 1]\). The functions \(\chi_k\) are mostly 0 and they have a 'jag' of height 1 at \(\frac{k}{L}\). More precisely, for \(k = 0\) and \(k = L\) the formulas are

\[
\chi_0(x) := \begin{cases} 
1 - L \cdot x & \text{for } x \in [0, \frac{1}{L}], \\
0 & \text{for } x \in [\frac{1}{L}, 1],
\end{cases}
\]

and

\[
\chi_L(x) := \begin{cases} 
0 & \text{for } x \in [0, \frac{L-1}{L}], \\
L \cdot x - L + 1 & \text{for } x \in [\frac{L-1}{L}, 1].
\end{cases}
\]

For \(L > 1\) and \(k \in \{1, 2, \ldots, L - 1\}\) we define \(\chi_k\) to be the polygon in \(\mathbb{R}^2\) through the five points \((0,0), (\frac{k-1}{L}, 0), (\frac{k}{L}, 1), (\frac{k+1}{L}, 0)\) and \((1,0)\), as given by the following formula and Figure 2 for the case \((k,L) = (2,5)\).

\[
\chi_k(x) := \begin{cases} 
0 & \text{for } x \in [0, \frac{k-1}{L}] \cup [\frac{k+1}{L}, 1], \\
L \cdot x - k + 1 & \text{for } x \in [\frac{k-1}{L}, \frac{k}{L}], \\
1 - L \cdot x + k & \text{for } x \in [\frac{k}{L}, \frac{k+1}{L}].
\end{cases}
\]

The polygon \(\chi_2, L = 5\)

\[\text{Figure 2:}\]

Note that for \(j, k \in \{0, 1, 2, \ldots, L\}\) we have \(\chi_k(\frac{j}{L}) = \delta_{j,k}\) (that means \(\chi_k(\frac{j}{L}) = 1\) if \(k = j\) and \(\chi_k(\frac{j}{L}) = 0\) if \(k \neq j\)).

Now we define 'chain homotopies', \(\Theta_n : \mathcal{K}_n(X) \rightarrow \mathcal{K}_{n+1}(X \times I)\), which means that the \(\Theta_n\)'s will satisfy the equation \(\partial_{n+1} \circ \Theta_n = \pm(\varepsilon_0 - \varepsilon_1) + \Theta_{n-1} \circ \partial_n\). More precisely, for \(n \in \mathbb{N}\) and \(k \in \{0, 1, 2, \ldots, L\}\) define \(\xi_n, \psi_{n,k} : \mathcal{S}_n(X) \rightarrow \mathcal{S}_{n+1}(X \times I)\) as follows. For every \(T : I^n \rightarrow X\), for all \((x_1, x_2, \ldots, x_n, x_{n+1}) \in I^{n+1}\) let

\[
\xi_n(T)(x_1, x_2, \ldots, x_n, x_{n+1}) := (T(x_1, x_2, \ldots, x_n), 0),
\]

\[
\psi_{n,k}(T)(x_1, x_2, \ldots, x_n, x_{n+1}) := (T(x_1, x_2, \ldots, x_n), \chi_k(x_{n+1})),
\]

and for \(n = 0\) let \(\xi_0(T) := (T(0), 0)\) and \(\psi_{0,k}(T)(x) := (T(0), \chi_k(x))\), for \(x \in I\).

Finally let \(\Theta_{-1} := 0\), and for all \(n \in \mathbb{N}_0\) we set

\[
\Theta_n(T) := \sum_{k=0}^{L} r_k \cdot (\xi_n(T) - \psi_{n,k}(T)). \tag{5}
\]
For all $u \in \mathcal{K}_n(X)$ let $\Theta_n(u)$ be defined by linearity. Hence we get for all integers $n \geq -1$ an $R$-linear map $\Theta_n : \mathcal{K}_n(X) \to \mathcal{K}_{n+1}(X \times I)$. Thus we get the following (noncommutative) diagram in $\mathcal{K}$-MOD.

\[
\begin{array}{ccccccccc}
\cdots & \xrightarrow{\partial_{n+2}} & \mathcal{K}_{n+1}(X) & \xrightarrow{\partial_{n+1}} & \mathcal{K}_n(X) & \xrightarrow{\partial_n} & \mathcal{K}_{n-1}(X) & \xrightarrow{\partial_{n-1}} & \cdots \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
\cdots & & \Theta_{n+1} & & \Theta_n & & \Theta_{n-1} & & \Theta_{n-2} & & \cdots \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
\cdots & \xrightarrow{\alpha_{n+2}} & \mathcal{K}_{n+1}(X \times I) & \xrightarrow{\alpha_{n+1}} & \mathcal{K}_n(X \times I) & \xrightarrow{\alpha_n} & \mathcal{K}_{n-1}(X \times I) & \xrightarrow{\alpha_{n-1}} & \cdots 
\end{array}
\]

**Lemma 2.** For all $n \in \mathbb{N}_0$ and all $T \in S_n(X)$ we get

\[
[\partial_{n+1} \circ \Theta_n](T) = [(-1)^{n+2} \cdot (e_0 - e_1) + \Theta_{n-1} \circ \partial_n](T).
\]

**Proof.** For $n = 0$ the proof is a simpler version of the following one and will be omitted. For $n \in \mathbb{N}$ we have:

\[
[\partial_{n+1} \circ \Theta_n](T) = \partial_{n+1} \left[ \sum_{k=0}^{L} r_k \cdot (\xi_n(T) - \psi_{n,k}(T)) \right]
= \sum_{k=0}^{L} r_k \cdot \sum_{j=1}^{n+1} (-1)^{j+1} \cdot \sum_{i=0}^{L} m_i \cdot \left[ \langle \xi_n(T) \rangle_{n+1,i,j} - \langle \psi_{n,k}(T) \rangle_{n+1,i,j} \right]
= \text{Rest} + \mathcal{D}, \text{ where }
\]

\[
\text{Rest} := \sum_{j=1}^{n} (-1)^{j+1} \cdot \sum_{i,k=0}^{L} r_k \cdot m_i \cdot \left[ \langle \xi_n(T) \rangle_{n+1,i,j} - \langle \psi_{n,k}(T) \rangle_{n+1,i,j} \right], \quad (6)
\]

and \( \mathcal{D} := (-1)^{n+2} \cdot \sum_{i,k=0}^{L} r_k \cdot m_i \cdot \left[ \langle \xi_n(T) \rangle_{n+1,i,n+1} - \langle \psi_{n,k}(T) \rangle_{n+1,i,n+1} \right]. \quad (7) \]

We have for $i \in \{0, 1, \ldots, L\}$ and all tuples $(x_1, x_2, \ldots, x_n) \in I^n$:

\[
\left[ \langle \xi_n(T) \rangle_{n+1,i,n+1} - \langle \psi_{n,k}(T) \rangle_{n+1,i,n+1} \right](x_1, x_2, \ldots, x_n)
= \xi_n(T) \left( x_1, x_2, \ldots, x_n, \frac{i}{L} \right) - \psi_{n,k}(T) \left( x_1, x_2, \ldots, x_n, \frac{i}{L} \right)
= (T(x_1, x_2, \ldots, x_n), 0) - \left( T(x_1, x_2, \ldots, x_n), \chi_k \left( \frac{i}{L} \right) \right).
\]
Shortly, we have \( \chi_k \left( \frac{1}{2} \right) = \delta_{i,k} \) and \( \sum_{k=0}^{L} r_k \cdot m_k = 1_R \) it follows that

\[
D = (-1)^{n+2} \cdot \sum_{k=0}^{L} r_k \cdot m_k \cdot \left[ \langle \xi_n(T) \rangle_{n+1,k,n+1} - \langle \psi_{n,k}(T) \rangle_{n+1,k,n+1} \right]
\]

\[
= (-1)^{n+2} \cdot \sum_{k=0}^{L} r_k \cdot m_k \cdot [e_0 \circ T - e_1 \circ T]
\]

\[
= (-1)^{n+2} \cdot (e_0 \circ T - e_1 \circ T) \cdot \sum_{k=0}^{L} r_k \cdot m_k
\]

\[
= (-1)^{n+2} \cdot (e_0 \circ T - e_1 \circ T) = (-1)^{n+2} \cdot (e_0(T) - e_1(T)).
\]

It remains to show that \( [\Theta_{n-1} \circ \partial_n] (T) = \text{Rest.} \) We have

\[
[\Theta_{n-1} \circ \partial_n] (T) = \Theta_{n-1} \left( \sum_{j=1}^{n} (-1)^{j+1} \cdot \sum_{i=0}^{L} m_i \cdot \langle T \rangle_{n,i,j} \right)
\]

\[
= \sum_{j=1}^{n} (-1)^{j+1} \cdot \sum_{i=0}^{L} m_i \cdot \Theta_{n-1} \left( \langle T \rangle_{n,i,j} \right)
\]

\[
= \sum_{j=1}^{n} (-1)^{j+1} \cdot \sum_{i=0}^{L} m_i \cdot \sum_{k=0}^{L} r_k \cdot \left( \xi_{n-1}(\langle T \rangle_{n,i,j}) - \psi_{n-1,k}(\langle T \rangle_{n,i,j}) \right)
\]

\[
= \sum_{j=1}^{n} (-1)^{j+1} \cdot \sum_{i,k=0}^{L} m_i \cdot r_k \cdot \left( \xi_{n-1}(\langle T \rangle_{n,i,j}) - \psi_{n-1,k}(\langle T \rangle_{n,i,j}) \right).
\]

We consider the maps \( \xi_{n-1} \) and \( \psi_{n-1,k} \) more carefully. We have for all integers \( n > 1 \), for \( T \in S_n(X) \), for \( j \in \{1, 2, \ldots, n\} \), and \( i, k \in \{0, 1, 2, \ldots, L\} \) the following two equations for each \( n \)-tuple \( (x_1, x_2, \ldots, x_{n-1}, x_n) \in \Gamma^n \):

\[
\xi_{n-1} \left( \langle T \rangle_{n,i,j} \right)(x_1, x_2, \ldots, x_n) = \left( \langle T \rangle_{n,i,j} (x_1, x_2, \ldots, x_{n-1}, 0) \right)
\]

\[
= \left( T(x_1, x_2, \ldots, x_{j-1}, i \cdot L, x_j, \ldots, x_{n-1}, 0) \right)
\]

\[
= \xi_n(T) \left( x_1, x_2, \ldots, x_{j-1}, i \cdot L, x_j, \ldots, x_n \right)
\]

\[
= \langle \xi_n(T) \rangle_{n+1,i,j} (x_1, x_2, \ldots, x_n).
\]

Shortly, we have \( \xi_{n-1} \left( \langle T \rangle_{n,i,j} \right) = \langle \xi_n(T) \rangle_{n+1,i,j} \).
In the same way we find that
\[
\psi_{n-1,k} \left( (T)_{n,i,j} \right) (x_1, x_2, \ldots, x_n) = \left( (T)_{n,i,j} (x_1, x_2, \ldots, x_{n-1}, \chi_k(x_n)) \right)
\]
\[
\quad = \left( T(x_1, x_2, \ldots, x_{j-1}, \frac{i}{T}, x_j, \ldots, x_{n-1}, \chi_k(x_n)) \right)
\]
\[
\quad = \psi_{n,k}(T) \left( x_1, x_2, \ldots, x_j, \frac{i}{T}, x_j, \ldots, x_n \right)
\]
\[
\quad = (\psi_{n,k}(T))_{n+1,i,j} (x_1, x_2, \ldots, x_n),
\]
therefore \( \psi_{n-1,k} \left( (T)_{n,i,j} \right) = (\psi_{n,k}(T))_{n+1,i,j} \), and finally \( \Theta_{n-1} \circ \partial_n \right) (T) = \text{Rest} \), as defined in equation (6) follows. This ends the proof of Lemma 2.

We have just proved that \( \partial_{n+1} \circ \Theta_n(T) = \left( [-1]^{n+2} \cdot (e_0 - e_1) + \Theta_{n-1} \circ \partial_n \right)(T) \). Take a cycle \( u \in K_n(X) \) (i.e. \( \partial_n(u) = 0 \)) instead of \( T \). The fact that
\[
\left( \partial_{n+1} \circ \Theta_n \right)(u) = \left( [-1]^{n+2} (e_0 - e_1) \right)(u) \in \text{image}(\partial_{n+1})
\]
means that \( (e_0 - e_1)(u) \) is a boundary, hence we can deduce for the equivalence class \( [u]_\sim \in mH_n(X) \) that \( mH_n(e_0 - e_1)([u]_\sim) = 0 = mH_n(e_0)([u]_\sim) - mH_n(e_1)([u]_\sim) \), and therefore \( mH_n(e_0) = mH_n(e_1) \). By Lemma 1 the homotopy axiom is satisfied.

\[ \implies \]: We assume that \( mH \) satisfies the homotopy axiom. We fix an \( n \in \mathbb{N} \). Let \( X := I^2 \), and let \( T_1, T_2 : I^n \to I^2 \) with \( T_1 \neq T_2 \), but \( \partial_n(T_1) = \partial_n(T_2) \). Let \( u := T_1 - T_2 \in K_n(X) \).

Because \( \partial_n(u) = 0 \), \( u \) is a cycle, hence \( [u]_\sim \in mH_n(X) \). For each \( n \), for \( i \in \{0, 1\} \) and \( x \in I^n, T \in S_n(X) \) let us again use the linear maps \( e_{n,i} \),
\[
e_{n,i} : K_n(X) \to K_n(X \times I), e_{n,i}(T)(\vec{x}) := (T(\vec{x}), i), \text{ i.e. } e_{n,i}(T) = e_{n,i} \circ T,
\]
see the definitions of \( e_0 \) and \( e_1 \) at the beginning of this section. The boundary operator \( \partial_n \) is a natural transformation, hence for \( i \in \{0, 1\} \) the following diagram commutes, i.e. \( \partial_n \circ e_{n,i} = e_{n-1,i} \circ \partial_n \) for all \( n \in \mathbb{N} \):
\[ \cdots \xrightarrow{\partial_{n+2}} K_{n+1}(X) \xrightarrow{\partial_{n+1}} K_{n}(X) \xrightarrow{\partial_{n}} K_{n-1}(X) \xrightarrow{\partial_{n-1}} \cdots \]
\[ \quad \xrightarrow{e_{n+1,i}} \quad \xrightarrow{e_{n,i}} \quad \xrightarrow{e_{n-1,i}} \]
\[ \cdots \xrightarrow{\partial_{n+2}} K_{n+1}(X \times I) \xrightarrow{\partial_{n+1}} K_{n}(X \times I) \xrightarrow{\partial_{n}} K_{n-1}(X \times I) \xrightarrow{\partial_{n-1}} \cdots \]
The fact that \( \partial_n(u) = 0 \) implies \( [e_{n-1,i} \circ \partial_n](u) = 0 = [\partial_n \circ e_{n,i}](u) \), and we get that \( e_{n,i}(u) \) is a cycle in \( X \times I \), thus \( [e_{n,i}(u)]_\sim \in mH_n(X \times I) \).

Since we assumed that \( mH \) satisfies the homotopy axiom, by Lemma 1 the equivalence classes of \( e_{n,0}(u) \) and \( e_{n,1}(u) \) in \( mH_n(X \times I) \) are the same. This means we get the equality \( [e_{n,0}(u)]_\sim = [e_{n,1}(u)]_\sim \), hence \( e_{n,0}(u) - e_{n,1}(u) \) \( \sim 0 \). It follows that \( e_{n,0}(u) - e_{n,1}(u) \) is a boundary, i.e. there is a chain \( \varphi \in K_{n+1}(X \times I) \) and \( e_{n,0}(u) - e_{n,1}(u) = \partial_{n+1}(\varphi) \). Let \( \varphi = \sum_{p=1}^p r_t : \varphi_t \in K_{n+1}(X \times I) \) where \( p \in \mathbb{N}, r_1, r_2, \ldots, r_p \in R, \varphi_1, \varphi_2, \ldots, \varphi_p \in S_{n+1}(X \times I) \). Now we define four maps
\[ T_{1,0}, T_{2,0}, T_{1,1}, T_{2,1} \in \mathcal{S}_n(X \times I). \]

Let
\[ T_{1,0} := \epsilon_{n,0} \circ T_1, \quad T_{2,0} := \epsilon_{n,0} \circ T_2, \quad T_{1,1} := \epsilon_{n,1} \circ T_1, \quad T_{2,1} := \epsilon_{n,1} \circ T_2. \]

With \( u = T_1 - T_2 \) we have \( \epsilon_{n,0}(u) - \epsilon_{n,1}(u) = T_{1,0} - T_{2,0} - T_{1,1} + T_{2,1} \). Since \( T_1 \neq T_2 \) the four maps \( T_{1,0}, T_{2,0}, T_{1,1}, T_{2,1} \) are pairwise distinct. We get:
\[ T_{1,0} - T_{2,0} - T_{1,1} + T_{2,1} = \epsilon_{n,0}(T_1 - T_2) - \epsilon_{n,1}(T_1 - T_2) = \epsilon_{n,0}(u) - \epsilon_{n,1}(u) = \partial_{n+1}(\varphi) = \sum_{i=1}^{p} r_i \cdot \partial_{n+1}(\varphi_i) = \sum_{i=1}^{p} r_i \cdot \sum_{j=1}^{n+1} (-1)^{j+1} \cdot \sum_{i=0}^{L} m_i \cdot \langle \varphi_i \rangle_{n+1, i, j}. \]

The summands \( \langle \varphi_i \rangle_{n+1, i, j} \) on the right hand side are elements of \( \mathcal{S}_n(X \times I) \) (with coefficients \( r_i, m_i \)), which generate the four summands \( T_{1,0}, T_{2,0}, T_{1,1}, T_{2,1} \) on the left hand side. Let us take the set \( B \) of triples,
\[ B := \{ (t, j, i) \mid t \in \{1, 2, \ldots, p\}, j \in \{1, 2, \ldots, n+1\}, i \in \{0, 1, \ldots, L\} \land \langle \varphi_i \rangle_{n+1, i, j} = T_{1,0} \}. \]

Then we have
\[ 1_R \cdot T_{1,0} = \sum_{(t, j, i) \in B} r_i \cdot (-1)^{j+1} \cdot m_i \cdot \langle \varphi_i \rangle_{n+1, i, j} = \sum_{(t, j, i) \in B} r_i \cdot (-1)^{j+1} \cdot m_i \cdot T_{1,0}. \]

This means that \( \text{Span}_R(\bar{m}) = R \), and the proof of Theorem 2 is complete. \( \square \)

### 5. The Exact Sequence of a Pair

As we mentioned before, for all \( n \in \mathbb{N}_0 \) the boundary operator yields a functor \( \bar{m} \mathcal{H}_n : \text{TOP}^2 \rightarrow \mathcal{R}-\text{MOD} \), that means for any \( (f : (X, A) \rightarrow (Y, B)) \in \text{TOP}^2 \) we have a morphism of \( \mathcal{R} \)-modules \( \bar{m} \mathcal{H}_n(f) : \bar{m} \mathcal{H}_n(X, A) \rightarrow \bar{m} \mathcal{H}_n(Y, B) \).

For any cycle \( u \in \mathcal{K}_n(X, A) \) (i.e. \( \partial_n(u) \) is a chain in \( A \), hence we have an equivalence class \( [u]_{\sim} \in \bar{m} \mathcal{H}_n(X, A) \)), we had abbreviated (at the end of section 3)
\[ \bar{m} \mathcal{H}_n(f)([u]_{\sim}) = f_*([u]_{\sim}) = [\mathcal{K}_n(f)(u)]_{\sim} \in \bar{m} \mathcal{H}_n(Y, B). \]

For a subspace \( A \subset X \) we get a short exact sequence of \( \mathcal{R} \)-modules
\[ \{0\} \rightarrow \mathcal{K}_n(A) \rightarrow \mathcal{K}_n(X) \rightarrow \mathcal{K}_n(X, A) \rightarrow \{0\}. \]

Together with the boundary operators \( (\partial_n)_{n \geq 0} \) we get a short exact sequence of chain complexes
\[ \{0\} \rightarrow \bar{m} \mathcal{K}_*(A) \rightarrow \bar{m} \mathcal{K}_*(X) \rightarrow \bar{m} \mathcal{K}_*(X, A) \rightarrow \{0\}. \]

Let \( i : A \hookrightarrow X \) and \( j : (X, \emptyset) \hookrightarrow (X, A) \) be the canonical topological inclusions. Now we are able to construct for all \( n \in \mathbb{N}_0 \) a morphism \( k_* \) of \( \mathcal{R} \)-modules,
\[ k_* : \bar{m} \mathcal{H}_n(X, A) \rightarrow \bar{m} \mathcal{H}_{n-1}(A), \]

the connecting homomorphism. Finally this yields a long exact sequence of \( \mathcal{R} \)-module morphisms:
\[ \cdots \rightarrow \bar{m} \mathcal{H}_{n+1}(X, A) \xrightarrow{k_*} \bar{m} \mathcal{H}_n(A) \xrightarrow{i_*} \bar{m} \mathcal{H}_n(X) \xrightarrow{j_*} \bar{m} \mathcal{H}_n(X, A) \xrightarrow{k_*} \cdots \]
6. The Excision Axiom

For the next section it is very useful to compare the corresponding section in [9, p.26 ff]. The reader should note that we are able to prove the excision axiom only in the case of \( L = 1 \). Furthermore, the reader may find perhaps an easier way to prove the excision axiom, e.g. in [11]. For a topological space \( X \) and a subset \( A \), \( \text{Int}(A) \) means the interior of \( A \) and \( \text{Cl}(A) \) the closure of \( A \). To prove the following theorem we need an extra assumption called \( \mathcal{NCD} \), see Definition 3.

**Theorem 3 (Excision Axiom).** Let \( X \) be a topological space and let \( B \) and \( A \) be subsets of \( X \) such that \( \text{Cl}(B) \subseteq \text{Int}(A) \). Let

\[
\hat{i} : (X\setminus B, A\setminus B) \hookrightarrow (X, A)
\]

be the canonical inclusion in \( \text{TOP}^2 \). Let us fix the length \( L := 1 \), let the weight \( \vec{m} \) be \( \vec{m} := (m_0, m_1) := (a, b) \in \mathbb{R}^2 \), let \( (a, b) \) satisfy the condition \( \mathcal{NCD} \). Then for each \( n \in \mathbb{N}_0 \) the morphism

\[
i_\ast : \vec{m}\mathcal{H}_n(X\setminus B, A\setminus B) \to \vec{m}\mathcal{H}_n(X, A)
\]

induced by the inclusion \( i \) is an isomorphism.

This theorem follows directly from the following Proposition 1. Let \( \mathcal{U} := \{U_i \mid i \in \Xi \} \) be an indexed family of subsets of \( X \) whose interiors cover \( X \). Then \( \mathcal{U} \) is called a generalised open covering of \( X \). (The sets \( U_i \) need not be open). See Definition 4. Note that the boundary operator \( \partial_n \) commutes with the inclusion \( \hat{i} \), that means \( \partial_n \circ \hat{i}(T) = \hat{i} \circ \partial_n(T) \) for all \( T \in S_n(A, \mathcal{U}) \). Therefore \( \partial_n \) induces a linear map \( \mathcal{K}_n(X, A, \mathcal{U}) \to \mathcal{K}_{n-1}(X, A, \mathcal{U}) \), which we call \( \partial_n \), too. Because \( \partial_n \circ \partial_{n+1} = 0 \) it leads to \( \mathcal{U} \)-small homology \( \mathcal{R} \)-modules

\[
\vec{m}\mathcal{H}_n(X, A, \mathcal{U}) := \frac{\text{kernel}(\partial_n)}{\text{image}(\partial_{n+1})}.
\]

For more details see [9, p.29,30]. Now we are able to formulate and to prove the following proposition.

**Proposition 1.** Let \( X \) be a topological space and \( A \) a subspace with the inclusion \( A \hookrightarrow X \), and let \( \mathcal{U} \) be a generalised open covering of \( X \) with the canonical inclusion \( \mathcal{K}_n(X, A, \mathcal{U}) \hookrightarrow \mathcal{K}_n(X, A) \). Let us assume a weight \( \vec{m} := (a, b) \in \mathbb{R}^2 \) and let \( (a, b) \) satisfy the condition \( \mathcal{NCD} \). Then for all \( n \in \mathbb{N}_0 \) the morphism

\[
j_\ast : \vec{m}\mathcal{H}_n(X, A, \mathcal{U}) \to \vec{m}\mathcal{H}_n(X, A)
\]

induced by \( j \) is an isomorphism.

The proof is rather lengthy and will need the entire section. With this proposition the excision axiom easily follows, see [9, p.30,31]. It remains to prove the proposition.

**Proof.** First we shall present the proof with \( A = \emptyset \), the empty set. Afterwards the general case \( A \neq \emptyset \) is an easy application of the Five-Lemma. Hence let \( A := \emptyset \).
We have to define for all integers \( n \geq -1 \) ‘subdivision maps’

\[
SD_n : K_n(X) \rightarrow K_n(X).
\]

We need some preparations. We define the \( SD_n \)'s on the basis \( S_n(X) \) and we extend the definition on \( K_n(X) \) by linearity. For \( n = -1 \), \( SD_{-1} \) is the 0-map; for \( n = 0 \) let \( SD_0(T) = -T \) for all \( T : I^0 \rightarrow X \). For \( n > 0 \) a map \( T \in S_n(X) \) will be ‘subdivided’ into smaller ones.

Now we use the sets \( E := \{0, 2\} \), \( V := \{-1, 1\} \). Further the reader should recall a map \( \|T\|_{\alpha, E, V} \in S_n(X) \) of Definition 5. In the following we set \( \alpha := \frac{1}{2} \). We take \( e_i \in E \) and \( v_i \in V \) for \( i = 1, 2, \ldots, n \), and \( q_n \) will be the identity on \( I^n \). Define for all \( n \in \mathbb{N} \) and for any continuous \( T : I^n \rightarrow X \) (i.e. \( T \in S_n(X) \)):

\[
SD_n(T) := \sum_{\alpha \in E^n} \sum_{v \in V_e, n} (-1)^n (\prod_{i=1}^n v_i) \cdot \|T\|_{\frac{1}{2}, e, v},
\]

where \( V_{e, n} \) is the set of \((v_1, v_2, \ldots, v_n) \in V^n \) such that for all \( i = 1, 2, \ldots, n \), \( v_i = 1 \) if \( e_i = 0 \) and \( v_i \in \{-1, 1\} \) if \( e_i = 2 \). We get a map \( SD_n : K_n(X) \rightarrow K_n(X) \) by linearity.

Examples: Let \( n := 1 \). For \( T \in S_1(X) \), i.e. \( T : I \rightarrow X \) we have

\[
SD_1(T) = -\|T\|_{\frac{1}{2}, 0, 1} + \|T\|_{\frac{1}{2}, 2, -1} - \|T\|_{\frac{1}{2}, 2, 1}
\]

(see Figure 3), and for \( n := 2 \), for \( T \in S_2(X) \) we get the linear combination (see the figure, too)

\[
SD_2(T) = -\|T\|_{\frac{1}{2}, 0, 1} + \|T\|_{\frac{1}{2}, 2, 1} - \|T\|_{\frac{1}{2}, 2, -1} - \|T\|_{\frac{1}{2}, 2, 1} + \|T\|_{\frac{1}{2}, 0, 1} - \|T\|_{\frac{1}{2}, 0, 1} + \|T\|_{\frac{1}{2}, 0, 1} - \|T\|_{\frac{1}{2}, 0, 1}.
\]

Generally for \( n \in \mathbb{N}_0 \) and \( T \in S_n(X) \), \( SD_n(T) \) is a linear combination of \( 3^n \) maps in \( S_n(X) \).
Lemma 3. For all $n \in \mathbb{N}_0$ the map $SD_n$ commutes with the boundary operator $\partial_n$, i.e. the following diagram commutes:

\[
\begin{array}{c c c c c}
\cdot & \partial_{n+2} & K_{n+1}(X) & \partial_{n+1} & K_n(X) & \partial_n & K_{n-1}(X) & \partial_{n-1} & K_{n-2}(X) & \partial_{n-2} & \cdot \\
| & SD_{n+1} & | & SD_n & | & SD_{n-1} & | & SD_{n-2} & |
\end{array}
\]

\[
\cdot \Downarrow \quad SD_{n+1} \quad \Downarrow SD_n \quad \Downarrow SD_{n-1} \quad \Downarrow SD_{n-2} \quad \cdot
\]

Proof. We have to prove $\partial_n \circ SD_n(T) = SD_{n-1} \circ \partial_n(T)$ for each $n \in \mathbb{N}_0$ and $T \in S_n(X)$. This is trivial for $n = 0$ and easy for $n = 1$, so let $n \geq 2$. Let $T \in S_n(X)$.

Note that in the following we shall use $\langle T \rangle_{i,j}$ instead of the expression $\langle T \rangle_{n,i,j}$, to make it better readable. We have:

\[
\partial_n \circ SD_n(T) = \partial_n \left[ \sum_{e \in E^n} \sum_{v \in V_{e,n}} (-\prod_{i=1}^n v_i) \cdot \|T\|_{\frac{1}{2}, e,v} \right]
\]

\[
= \sum_{j=1}^n (-1)^{j+1} \sum_{e \in E^n} \sum_{v \in V_{e,n}} (-\prod_{i=1}^n v_i) \left[ a \cdot \langle T \rangle_{0,j} + b \cdot \langle T \rangle_{1,j} \right].
\]

As well as

\[
SD_{n-1} \circ \partial_n(T) = SD_{n-1} \left[ \sum_{j=1}^n (-1)^{j+1} \left( a \cdot \langle T \rangle_{0,j} + b \cdot \langle T \rangle_{1,j} \right) \right]
\]

\[
= \sum_{j=1}^n (-1)^{j+1} \sum_{e \in E^{n-1}} \sum_{v \in V_{e,n-1}} (-\prod_{i=1}^{n-1} v_i) \left[ a \cdot \langle T \rangle_{0,j} + b \cdot \langle T \rangle_{1,j} \right].
\]

The equality is not obvious; so we have to calculate. It seems that the first sum is 'bigger'. But many elements cancel pairwise, and the rest is equal to the second sum.

We fix an arbitrary $j \in \{1, 2, \ldots, n\}$. We take

\[
\hat{e}_2 = (e_1, e_2, \ldots, e_{j-1}, 2, e_{j+1}, \ldots, e_n) \in E^n
\]

and $\hat{\vartheta}_1, \vartheta^{-1}_2 \in V_{e,n}$ given by

\[
\hat{\vartheta}_1 = (v_1, v_2, \ldots, v_{j-1}, 1, v_{j+1}, \ldots, v_n), \quad \vartheta^{-1}_2 = (v_1, v_2, \ldots, v_{j-1}, -1, v_{j+1}, \ldots, v_n).
\]

Then

\[
\langle \|T\|_{\frac{1}{2}, \hat{e}_2, \hat{\vartheta}_1} \rangle_{0,j}, \langle \|T\|_{\frac{1}{2}, e_2, \vartheta^{-1}_2} \rangle_{0,j} \in S_{n-1}(X).
\]

For a point $(x_1, x_2, \ldots, x_{j-1}, x_j, \ldots, x_{n-1}) \in I^{n-1}$ we get

\[
\langle \|T\|_{\frac{1}{2}, \hat{e}_2, \hat{\vartheta}_1} \rangle_{0,j} (x_1, x_2, \ldots, x_{j-1}, x_j, \ldots, x_{n-1})
\]

\[
= \|T\|_{\frac{1}{2}, e_2, \vartheta^{-1}_1} (x_1, x_2, \ldots, x_{j-1}, 0, x_j, \ldots, x_{n-1})
\]

\[
= T\left( \frac{1}{3} |e_1 + v_1 |x_1|, \ldots, e_{j-1} + v_{j-1} |x_{j-1}|, 2, e_{j+1} + v_{j+1} |x_{j+1}|, \ldots, e_n + v_n |x_n| \right).
\]
and
\[ \langle \|T\|_{\frac{1}{2}, \theta_{-1}} \rangle_{0,j} = \|T\|_{\frac{1}{2}, \theta_{-1}} (x_1, \ldots, x_{j-1}, 0, x_j, \ldots, x_{n-1}) \]
\[ = T \left( \frac{1}{3} \cdot [e_1 + v_1 \cdot x_1, \ldots, 2, \ldots, e_n + v_n \cdot x_{n-1}] \right) \]
whence
\[ \langle \|T\|_{\frac{1}{2}, \theta_{-1}} \rangle_{0,j} = \langle \|T\|_{\frac{1}{2}, \theta_{-1}} \rangle_{0,j} \cdot \]

Now note that \( (\prod_{v_i \in \theta_1} v_i) \cdot (\prod_{v_i \in \theta_{-1}} v_i) = -1 \), from which it follows that
\[ a \cdot (- \prod_{v_i \in \theta_1} v_i) \cdot \langle \|T\|_{\frac{1}{2}, \theta_{-1}} \rangle_{0,j} + a \cdot (- \prod_{v_i \in \theta_{-1}} v_i) \cdot \langle \|T\|_{\frac{1}{2}, \theta_{-1}} \rangle_{0,j} = 0. \]

In the same way with
\[ e_0 := (e_1, e_2, \ldots, e_{j-1}, 0, e_{j+1}, \ldots, e_n), \]
\[ e_2 := (e_1, e_2, \ldots, e_{j-1}, 2, e_{j+1}, \ldots, e_n) \in \mathcal{E}^n \]
\[ \theta_1 := (v_1, \ldots, v_{j-1}, 1, v_{j+1}, \ldots, v_n), \]
\[ \theta_{-1} := (v_1, \ldots, v_{j-1}, -1, v_{j+1}, \ldots, v_n) \in \mathcal{V}_{e_2,n} \]
we get
\[ \langle \|T\|_{\frac{1}{2}, \theta_1} \rangle_{1,j} (x_1, x_2, \ldots, x_{n-1}) \]
\[ = \|T\|_{\frac{1}{2}, \theta_1} (x_1, x_2, \ldots, x_{j-1}, 1, x_j, \ldots, x_{n-1}) \]
\[ = T \left( \frac{1}{3} \cdot [e_1 + v_1 \cdot x_1, \ldots, e_{j-1} + v_{j-1} \cdot x_{j-1}, 1, e_{j+1} + v_{j+1} \cdot x_{j+1}, \ldots, e_n + v_n \cdot x_{n-1}] \right) \]
\[ = \|T\|_{\frac{1}{2}, \theta_{-1}} (x_1, x_2, \ldots, x_{j-1}, 1, x_j, \ldots, x_{n-1}) \]
\[ = \langle \|T\|_{\frac{1}{2}, \theta_{-1}} \rangle_{1,j} (x_1, x_2, \ldots, x_{n-1}). \]
Hence
\[ b \cdot (- \prod_{v_i \in \theta_1} v_i) \cdot \langle \|T\|_{\frac{1}{2}, \theta_1} \rangle_{1,j} + b \cdot (- \prod_{v_i \in \theta_{-1}} v_i) \cdot \langle \|T\|_{\frac{1}{2}, \theta_{-1}} \rangle_{1,j} = 0. \]
Now take again
\[ e_0 = (e_1, \ldots, e_{j-1}, 0, e_{j+1}, \ldots, e_n) \in \mathcal{E}^n, \]
\[ \theta_1 = (v_1, \ldots, v_{j-1}, 1, v_{j+1}, \ldots, v_n) \in \mathcal{V}_{e_0,n} \]
as above, and define
\[ \tilde{e} = (e_1, e_2, \ldots, e_{j-1}, e_{j+1}, \ldots, e_n) \in \mathcal{E}^{n-1}, \]
\[ \tilde{\theta} = (v_1, v_2, \ldots, v_{j-1}, v_{j+1}, \ldots, v_n) \in \mathcal{V}_{\tilde{e},n-1}. \]
Then

\[ \left\langle \left\| T \right\|_{\frac{1}{4}, \tilde{e}, \tilde{\vartheta}} \right\|_{0,j} \cdot \left\langle T \right\|_{0,j} \right\|_{\frac{1}{4}, \tilde{e}, \tilde{\vartheta}} \in S_{n-1}(X), \]

and for all points \((x_1, x_2, \ldots, x_{j-1}, x, x_{j+1}, \ldots, x_{n-1}) \in \mathbf{1}^{n-1}\) we calculate

\[ \left\langle \left\| T \right\|_{\frac{1}{4}, \tilde{e}, \tilde{\vartheta}} \right\|_{0,j} \left( x_1, x_2, \ldots, x_{n-1} \right) \]

\[ = \left\| T \right\|_{\frac{1}{4}, \tilde{e}, \tilde{\vartheta}} \left( x_1, x_2, \ldots, x_{j-1}, 0, x, x_{j+1}, \ldots, x_{n-1} \right) \]

\[ = T \left( \frac{1}{3} \left[ c_1 + v_1 \cdot x_1, \ldots, c_j - v_j \cdot x_{j-1}, 0, c_{j+1} + v_{j+1} \cdot x_j, \ldots, c_n + v_n \cdot x_{n-1} \right] \right) \]

\[ = \left\langle T \right\|_{0,j} \left( \frac{1}{3} \left[ c_1 + v_1 \cdot x_1, \ldots, c_j - v_j \cdot x_{j-1}, c_{j+1} + v_{j+1} \cdot x_j, \ldots, c_n + v_n \cdot x_{n-1} \right] \right) \]

\[ = \left\| T \right\|_{0,j} \left( x_1, x_2, \ldots, x_{j-1}, x, x_{j+1}, \ldots, x_{n-1} \right). \]

Hence

\[ a \cdot \left( - \prod_{v_i \in \tilde{e}} v_i \right) \cdot \left\langle \left\| T \right\|_{\frac{1}{4}, \tilde{e}, \tilde{\vartheta}} \right\|_{0,j} = a \cdot \left( - \prod_{v_i \in \tilde{\vartheta}} v_i \right) \cdot \left\| \left\langle T \right\|_{0,j} \right\|_{\frac{1}{4}, \tilde{e}, \tilde{\vartheta}}. \]

If we take as above,

\[ c_2 = (c_1, c_2, \ldots, c_j, 2, c_{j+1}, \ldots, c_n) \]

and

\[ \tilde{v}_1 = (v_1, v_2, \ldots, v_{j-1}, 1, v_{j+1}, \ldots, v_n) \in V_{c_2,n}, \]

\[ \tilde{v}_2 = (v_1, v_2, \ldots, v_{j-1}, v_{j+1}, \ldots, v_n) \in V_{c_2,n-1} \]

we have

\[ \left\langle \left\| T \right\|_{\frac{1}{4}, \tilde{e}, \tilde{\vartheta}} \right\|_{1,j} \cdot \left\| \left\langle T \right\|_{1,j} \right\|_{\frac{1}{4}, \tilde{e}, \tilde{\vartheta}} \in S_{n-1}(X). \]

We compute

\[ \left\langle \left\| T \right\|_{\frac{1}{4}, \tilde{e}, \tilde{\vartheta}} \right\|_{1,j} \left( x_1, x_2, \ldots, x_{n-1} \right) \]

\[ = \left\| T \right\|_{\frac{1}{4}, \tilde{e}, \tilde{\vartheta}} \left( x_1, x_2, \ldots, x_{j-1}, 1, x, x_{j+1}, \ldots, x_{n-1} \right) \]

\[ = T \left( \frac{1}{3} \left[ c_1 + v_1 \cdot x_1, \ldots, c_j + v_{j-1} \cdot x_{j-1}, 3, c_{j+1} + v_{j+1} \cdot x_j, \ldots, c_n + v_n \cdot x_{n-1} \right] \right) \]

\[ = \left\langle T \right\|_{1,j} \left( \frac{1}{3} \left[ c_1 + v_1 \cdot x_1, \ldots, c_j - v_j \cdot x_{j-1}, c_{j+1} + v_{j+1} \cdot x_j, \ldots, c_n + v_n \cdot x_{n-1} \right] \right) \]

\[ = \left\| \left\langle T \right\|_{1,j} \right\|_{\frac{1}{4}, \tilde{e}, \tilde{\vartheta}} \left( x_1, x_2, \ldots, x_{j-1}, x, x_{j+1}, \ldots, x_{n-1} \right). \]

Hence we get

\[ b \cdot \left( - \prod_{v_i \in \tilde{e}} v_i \right) \cdot \left\langle \left\| T \right\|_{\frac{1}{4}, \tilde{e}, \tilde{\vartheta}} \right\|_{1,j} = b \cdot \left( - \prod_{v_i \in \tilde{\vartheta}} v_i \right) \cdot \left\| \left\langle T \right\|_{1,j} \right\|_{\frac{1}{4}, \tilde{e}, \tilde{\vartheta}}. \]
This is all we need to show that $\partial_n \circ SD_n (T) = SD_{n-1} \circ \partial_n (T)$, and Lemma 3 has been proved.

Because of Lemma 3, the map $SD_n : K_n (X) \longrightarrow K_n (X)$ induces an $\mathcal{R}$-module endomorphism of the space $\mathfrak{m} \mathcal{H}_n (X)$, which we also call $SD_n$.

Now we shall show that for the weight $\m = (a, b)$ we have $\lbrack a \cdot SD_n (u) \rbrack_\mathfrak{m} = [b \cdot u]_\mathfrak{m}$ on the level of homology classes, for all $u \in K_\mathfrak{m} (X)$ with $u \in \ker (\partial_n)$. We are able to do this by the help of a chain homotopy in the same way we used it for the proof of the homotopy axiom. This means for $n \geqslant -1$ the construction of a linear map $\Theta_n : K_n (X) \longrightarrow K_{n+1} (X)$, which yields a (noncommutative) diagram

$$\begin{array}{ccccc}
\cdots & \partial_n+2 & K_{n+1} (X) & \partial_n+1 & K_n (X) & \partial_n & K_{n-1} (X) & \partial_{n-1} & K_{n-2} (X) & \partial_{n-2} & \cdots \\
\downarrow & \theta_{n+1} & \downarrow & \theta_n & \downarrow & \theta_{n-1} & \downarrow & \theta_{n-2} & \downarrow & \theta_{n-3} & \cdots \\
\cdots & SD_{n+1} & \downarrow & Id & SD_n & \downarrow & Id & SD_{n-1} & \downarrow & Id & SD_{n-2} & \cdots \\
\downarrow & \alpha_{n+2} & \downarrow & \alpha_n & \downarrow & \alpha_{n-1} & \downarrow & \alpha_{n-2} & \downarrow & \alpha_{n-3} & \cdots
\end{array}$$

Let $Id$ be the identity map on $K_n (X)$, for all $n$. Our aim is, for $u \in K_\mathfrak{m} (X)$, to get the equation

$$(\partial_{n+1} \circ \Theta_n) (u) = \pm (b \cdot Id - a \cdot SD_n) (u) + (\Theta_{n-1} \circ \partial_n) (u), \quad \text{for} \quad n \in \mathbb{N}_0. \quad (9)$$

Of course $\Theta_{-1} := 0$. For $n := 0$ for every $T : \{0\} \to X$ and for $x \in I = [0, 1]$ define $\Theta_0 (T) : (x) := T (0)$. Then $(\partial_1 \circ \Theta_0) (T) = a \cdot T + b \cdot T = +(b \cdot T - a \cdot SD_0 (T))$, as required. Let $n \geqslant 1$. We need three auxiliary functions $\eta_0, \eta_1, \eta_2 : I^2 \to I$; for all $x, y \in [0, 1]$ let

$$\eta_0 (x, y) := \frac{x}{3 - 2 \cdot y},$$
$$\eta_1 (x, y) := \begin{cases} \frac{2 - x}{3 - 2 \cdot y} & \text{for} \quad y \leqslant \frac{1}{2} + \frac{1}{2} \cdot x, \\
1 & \text{otherwise,} \end{cases}$$
$$\eta_2 (x, y) := \begin{cases} \frac{2 + x}{3 - 2 \cdot y} & \text{for} \quad y \leqslant \frac{1}{2} - \frac{1}{2} \cdot x, \\
1 & \text{otherwise.} \end{cases}$$

The maps $\eta_0, \eta_1, \eta_2$ are continuous. We use the set $\Upsilon := \{0, 1, 2\}$. For all tuples $z = (z_1, z_2, \ldots, z_n) \in \Upsilon^n$ and all $T \in S_n (X)$ define $G_\Upsilon (T) : \mathbb{I}^{n+1} \to X$ by the equation

$$G_\Upsilon (T) (x_1, \ldots, x_n, x_{n+1}) := T (\eta_{z_1} (x_1, x_{n+1}), \eta_{z_2} (x_2, x_{n+1}), \ldots, \eta_{z_n} (x_n, x_{n+1})), \quad \text{for} \quad (n+1)-\text{tuples} \quad (x_1, \ldots, x_n, x_{n+1}) \in \mathbb{I}^{n+1}.$$
hence $v_\vec{z} = (-1)^\alpha$ where $\alpha$ is the number of 1’s in $\vec{z}$, and finally define:

$$\Theta_n(T) := \sum_{\vec{z} \in \mathcal{Y}^n} v_\vec{z} \cdot G_\vec{z}(T).$$  \hspace{1cm} (10)$$

We describe an example for $n = 1$. For $T \in S_1(X)$ we have for all pairs $(x, y) \in I^2$:

$$\Theta_1(T)(x, y) = +G_0(T)(x, y) - G_1(T)(x, y) + G_2(T)(x, y)$$

$$= +T(\eta_0(x, y)) - T(\eta_1(x, y)) + T(\eta_2(x, y)).$$

We hope that the following Figure 4 will help to get a better understanding. By definition, $\Theta_1(T)$ generates three maps $T(\eta_0), T(\eta_1), T(\eta_2) \in S_2(X)$, whose images are indicated by squares. Later we shall prove that the top of the left square equals the image of $T$, while the bottoms of all squares are equal to $-SD_1(T)$. Further, the upper fourth (diagonal) section of the middle square is constant equal $-T(1)$, and the upper three fourths section of the right square is constant equal $T(1)$.

We want to show that equation (9) holds for all basis elements $T \in S_n(X)$. We have that

$$(\partial_{n+1} \circ \Theta_n)(T) = \partial_{n+1} \left( \sum_{\vec{z} \in \mathcal{Y}^n} v_\vec{z} \cdot G_\vec{z}(T) \right)$$

$$= \sum_{j=1}^{n+1} (-1)^{j+1} \sum_{\vec{z} \in \mathcal{Y}^n} v_\vec{z} \cdot \left( a \cdot \langle G_\vec{z}(T) \rangle_{0,j} + b \cdot \langle G_\vec{z}(T) \rangle_{1,j} \right).$$

In the beginning let us consider the special case $j := n+1$. For $\vec{z} := (0, 0, 0, \ldots, 0) \in \mathcal{Y}^n$ we compute $(G_\vec{z}(T))_{1,n+1}$ for $(x_1, x_2, \ldots, x_n) \in \mathcal{Y}^n$:

$$\langle G_\vec{z}(T) \rangle_{1,n+1}(x_1, x_2, \ldots, x_n) = G_\vec{z}(T)(x_1, x_2, \ldots, x_n, 1)$$

$$= T(\eta_0(x_1, 1), \eta_0(x_2, 1), \ldots, \eta_0(x_n, 1)) = T(x_1, x_2, \ldots, x_n).$$
Hence \( b \cdot \langle G_\varepsilon(T) \rangle_{1,n+1} = b \cdot T \). (We are just computing the top of the squares, see again the previous figure!) We shall see that for the other \( \varepsilon \in \Upsilon^n \) the corresponding elements of \( \langle G_\varepsilon(T) \rangle_{1,n+1} \) cancel pairwise. For a fixed \( k \in \{1, 2, \ldots, n\} \) let \( \overline{\varepsilon} := (z_1, z_2, \ldots, z_{k-1}, 1, z_{k+1}, \ldots, z_n) \), \( \zeta := (z_1, z_2, \ldots, z_{k-1}, 2, z_{k+1}, \ldots, z_n) \in \Upsilon^n \). For an arbitrary element \( (x_1, \ldots, x_k, \ldots, x_n) \in \Upsilon^n \) we get

\[
\langle G_{\overline{\varepsilon}}(T) \rangle_{1,n+1} (x_1, \ldots, x_k, \ldots, x_n) = G_{\overline{\varepsilon}}(T)(x_1, \ldots, x_k, \ldots, x_n, 1)
\]

\[
= T(\ldots, \eta(x_k, 1), \ldots) = T(\ldots, 1, \ldots)
\]

\[
= T(\ldots, \eta_2(x_k, 1), \ldots) = G_{\zeta}(T)(x_1, \ldots, x_k, \ldots, x_n, 1)
\]

\[
= \langle G_\zeta(T) \rangle_{1,n+1} (x_1, \ldots, x_k, \ldots, x_n).
\]

Because \( v_{\overline{\varepsilon}} \cdot v_{\zeta} = -1 \) it follows that

\[
b \cdot v_{\overline{\varepsilon}} \cdot \langle G_{\overline{\varepsilon}}(T) \rangle_{1,n+1} + b \cdot v_{\zeta} \cdot \langle G_\zeta(T) \rangle_{1,n+1} = 0.
\]

(Now we compute the bottom of the squares, see again the previous figure.) We still have \( j = n + 1 \). We get for all \( (x_1, \ldots, x_n) \in \Upsilon^n \) and all \( \varepsilon = (z_1, \ldots, z_n) \in \Upsilon^n \):

\[
\langle G_\varepsilon(T) \rangle_{0,n+1} (x_1, x_2, \ldots, x_n) = G_\varepsilon(T)(x_1, x_2, \ldots, x_n, 0)
\]

\[
= T(\eta_1(x_1, 0), \eta_2(x_2, 0), \ldots, \eta_2(x_n, 0)) = T(t_1, t_2, \ldots, t_n),
\]

with \( t_i := \begin{cases} 1 \cdot x_i & \text{if } z_i = 0, \\ 1 \cdot (2 - x_i) & \text{if } z_i = 1, \\ 1 \cdot (2 + x_i) & \text{if } z_i = 2, \end{cases} \) for all \( i = 1, 2, \ldots, n \).

We define \( \bar{e} := (e_1, e_2, \ldots, e_n), \bar{v} := (v_1, v_2, \ldots, v_n) \), by setting for all \( i \in \{1, 2, \ldots, n\} \):

\[
e_i := \begin{cases} 0 & \text{if } z_i = 0, \\ 2 & \text{if } z_i \in \{1, 2\}, \end{cases}
\]

\[
v_i := \begin{cases} 1 & \text{if } z_i \in \{0, 2\} \text{ (hence } e_i \in \{0, 2\}) \), \\ -1 & \text{if } z_i = 1, \text{ (hence } e_i = 2). \]

We have \( \bar{e} \in \mathcal{E}^n \) and \( \bar{v} \in \mathcal{V}_{\mathcal{E}, n} \). With a few calculations it is easy to see that

\[
v_{\varepsilon} \cdot \langle G_\varepsilon(T) \rangle_{0,n+1} = \left( \prod_{i=1}^{n} v_i \right) \cdot \|T\|_{\frac{1}{2}, \bar{e}, \bar{v}}.
\]

We compare this with the definition of \( SD_n(T) \) in (8). We get

\[
\sum_{\varepsilon \in \Upsilon^n} a \cdot v_{\varepsilon} \cdot \langle G_\varepsilon(T) \rangle_{0,n+1} = -a \cdot SD_n(T).
\]

All in all for the fixed \( j = n + 1 \) follows

\[
\sum_{\varepsilon \in \Upsilon^n} v_{\varepsilon} \cdot \left[ a \cdot \langle G_\varepsilon(T) \rangle_{0,n+1} + b \cdot \langle G_\varepsilon(T) \rangle_{1,n+1} \right] = b \cdot T - a \cdot SD_n(T).
\]

(11)

Now let \( j \) be an element of \( \{1, 2, 3, \ldots, n\} \). Let

\[
\bar{\varepsilon}_0 := (z_1, z_2, \ldots, z_{j-1}, 0, z_{j+1}, \ldots, z_n), \bar{\varepsilon}_1 := (z_1, z_2, \ldots, z_{j-1}, 1, z_{j+1}, \ldots, z_n) \in \Upsilon^n,
\]
and for all points \((x_1,x_2,\ldots,x_n)\in T^n\) we get

\[
\left\langle G_{G_1}^\zeta(T) \right\rangle_{1,j} (x_1,x_2,\ldots,x_n) = G_{G_0}^\zeta(T)(x_1,x_2,\ldots,x_j-1,1,x_j,x_{j+1},\ldots,x_n)
\]

\[
= T (\eta_{z_1}(x_1,x_n),\ldots,\eta_{z_{j-1}}(x_{j-1},x_n), \eta_0(1,x_n),\eta_{z_{j+1}}(x_j,x_n),\ldots,\eta_{z_n}(x_{n-1},x_n))
\]

\[
= T \left(\eta_{z_1}(x_1,x_n), \ldots, \frac{1}{3-2x_n}, \ldots \right) = T (\eta_{z_1}(x_1,x_n), \ldots, \eta_1(1,x_n), \ldots)
\]

\[
= G_{G_1}^\zeta(T)(x_1,x_2,\ldots,x_{j-1},1,x_j,x_{j+1},\ldots,x_n) = \left\langle G_{G_1}^\zeta(T) \right\rangle_{1,j} (x_1,x_2,\ldots,x_n).
\]

Thus,

\[
b \cdot v_{G_0} \cdot \left\langle G_{G_1}^\zeta(T) \right\rangle_{1,j} + b \cdot v_{G_2} \cdot \left\langle G_{G_1}^\zeta(T) \right\rangle_{1,j} = 0.
\]

(See the previous figure: the right hand side of \(T(\eta_0)\) cancels the right hand side of \(-T(\eta_1)\).) With the same fixed number \(j\) we calculate with the tuples

\[
\zeta_1 = (z_1,z_2,\ldots,z_{j-1},1,z_{j+1},\ldots,z_n), \zeta_2 := (z_1,z_2,\ldots,z_{j-1},2,z_{j+1},\ldots,z_n) \in T^n
\]

to obtain

\[
\left\langle G_{G_1}^\zeta(T) \right\rangle_{0,j} (x_1,x_2,\ldots,x_n)
\]

\[
= G_{G_1}^\zeta(T)(x_1,x_2,\ldots,x_{j-1},0,x_j,x_{j+1},\ldots,x_n)
\]

\[
= T(\eta_{z_2}(x_1,x_n),\ldots,\eta_1(0,x_n),\ldots,\eta_{z_n}(x_{n-1},x_n))
\]

\[
= T(\ldots,\eta_{z_2}(x_1,x_n),\ldots,\eta_1(0,x_n),\ldots,\eta_{z_n}(x_{n-1},x_n))
\]

\[
= G_{G_2}^\zeta(T)(x_1,x_2,\ldots,x_{j-1},0,x_j,x_{j+1},\ldots,x_n)
\]

\[
= \left\langle G_{G_2}^\zeta(T) \right\rangle_{0,j} (x_1,x_2,\ldots,x_n).
\]

Hence,

\[
a \cdot v_{G_0} \cdot \left\langle G_{G_1}^\zeta(T) \right\rangle_{0,j} + a \cdot v_{G_2} \cdot \left\langle G_{G_1}^\zeta(T) \right\rangle_{0,j} = 0.
\]

(See the previous figure again: The left side of \(-T(\eta_1)\) cancels the left side of \(T(\eta_2)\).)

Now we take again \(G_0 = (z_1,z_2,\ldots,z_{j-1},0,z_{j+1},\ldots,z_n) \in T^n\), define

\[
\bar{\mu} = (z_1,z_2,\ldots,z_{j-1},z_{j+1},\ldots,z_n) \in T^{n-1},
\]
and we get for \((x_1, \ldots, x_{j-1}, x_j, \ldots, x_n) \in \Gamma^n:\)

\[
\left\langle G_{\tilde{\omega}}(T) \right\rangle_{0,j} (x_1, \ldots, x_{j-1}, x_j, \ldots, x_n) \\
= G_{\tilde{\omega}}(T)(x_1, \ldots, x_{j-1}, 0, x_j, \ldots, x_n) \\
= T(\eta_1(x_1, x_n), \ldots, \eta_{j-1}(x_{j-1}, x_n), \eta_0(0, x_n), \eta_{j+1}(x_j, x_n), \ldots, \eta_n(x_{n-1}, x_n)) \\
= T(\ldots, \eta_{j-1}(x_{j-1}, x_n), 0, \eta_{j+1}(x_j, x_n), \ldots) \\
= \left\langle T \right\rangle_{0,j}(\eta_1(x_1, x_n), \ldots, \eta_{j-1}(x_{j-1}, x_n), \eta_{j+1}(x_j, x_n), \ldots) \\
= \tilde{G}_T \left( \left\langle T \right\rangle_{0,j} \right) (x_1, \ldots, x_{j-1}, x_j, \ldots, x_n).
\]

Hence

\[
a \cdot \left\langle G_{\tilde{\omega}}(T) \right\rangle_{0,j} = a \cdot \tilde{G}_T \left( \left\langle T \right\rangle_{0,j} \right).
\]

And, last but not least, we can show in the same way that

\[
b \cdot \left\langle G_{\tilde{\omega}}(T) \right\rangle_{1,j} = b \cdot \tilde{G}_T \left( \left\langle T \right\rangle_{1,j} \right)
\]

for \(\tilde{G}_T = (z_1, z_2, \ldots, z_{j-1}, 2, z_j, \ldots, z_n) \in \Upsilon^n\).

Now we have collected all the needed facts to confirm for every \(n \in \mathbb{N}\) the equation

\[
(\partial_{n+1} \circ \Theta_n)(T) = (-1)^{n+2} \cdot (b \cdot Id - a \cdot SD_n)(T) + (\Theta_{n-1} \circ \partial_n)(T).
\]

Therefore, if we use a chain \(u\) instead of \(T\), the equation (9) is proved, because all used maps are linear. It is a trivial consequence that for a cycle \(u\) (i.e. \(\partial_n(u) = 0\)) the equation \([a \cdot SD_n(u)]_\sim = [b \cdot u]_\sim\) follows on the level of homology classes, because

\[
b \cdot u - a \cdot SD_n(u)
\]

is in the image of \(\partial_{n+1}\).

The next step is to show that for a cycle \(u\) the equation \([b \cdot SD_n(u)]_\sim = [b \cdot u]_\sim\)

also holds on the level of homology classes. Looking at the previous proof this seems obvious, and we shall not explain it in all details. The proof is nearly the same, we only have to modify it by ‘turning it upside down’. Instead of using the three auxiliary functions \(\eta_0, \eta_1, \eta_2\), we need three others \(\tilde{\eta}_0, \tilde{\eta}_1, \tilde{\eta}_2 : \mathbf{I}^2 \to \mathbf{I}\).

For \(x, y \in [0, 1]\) define:

\[
\tilde{\eta}_0(x, y) := \begin{cases} \frac{x}{1 + 2 \cdot y}, & \text{for } y \geq \frac{1}{2} - \frac{1}{2} \cdot x, \\ 1, & \text{else.} \end{cases}
\]

\[
\tilde{\eta}_1(x, y) := \begin{cases} \frac{2 - y}{1 + 2 \cdot y}, & \text{for } y \geq \frac{1}{2} + \frac{1}{2} \cdot x, \\ 1, & \text{else.} \end{cases}
\]

\[
\tilde{\eta}_2(x, y) := \begin{cases} \frac{x - 2 \cdot y}{1 + 2 \cdot y}, & \text{for } y \geq \frac{1}{2} - \frac{1}{2} \cdot x, \\ 1, & \text{else.} \end{cases}
\]

Then \(\tilde{\eta}_0, \tilde{\eta}_1, \tilde{\eta}_2\) are continuous. For a fixed tuple \(z = (z_1, z_2, \ldots, z_n) \in \Upsilon^n\) and for \(T \in S_n(X)\) let us define the map \(\tilde{G}_z(T) : \mathbf{I}^{n+1} \to X\) by setting for all \((x_1, \ldots, x_n, x_{n+1}) \in \mathbf{I}^{n+1}:\)

\[
\tilde{G}_z(T)(x_1, \ldots, x_n, x_{n+1}) := T(\tilde{\eta}_z(x_1, x_{n+1}), \tilde{\eta}_z(x_2, x_{n+1}), \ldots, \tilde{\eta}_z(x_n, x_{n+1})).
\]

Thus, \(\tilde{G}_z(T) \in S_{n+1}(X)\). Let for \(z = (z_1, z_2, \ldots, z_n) \in \Upsilon^n\) the sign \(v_z := (-1)^{\sum_{i=1}^{n+1} z_i}\).
as before, and finally define

\[ \widetilde{\Theta}_n(T) := \sum_{z \in T^n} v_z \cdot \widetilde{G}_x(T). \]

By a similar calculation as for the proof of equation (9) we show:

\[ (\partial_{n+1} \circ \widetilde{\Theta}_n)(T) = (-1)^{n+2} \cdot (a \cdot 1d - b \cdot SD_n)(T) + (\widetilde{\Theta}_{n-1} \circ \partial_n)(T), \]

and by using a cycle \( u \) instead of the map \( T \), it leads directly to the desired formula

\[ [b \cdot SD_n(u)]_\sim = [a \cdot u]_\sim. \]

Now let for all \( k \in \mathbb{N}, n \in \mathbb{N}_0 \) and all chains \( u \in \mathcal{K}_n(X) \)

\[ SD_n^{(k)}(u) := (SD_n \circ SD_n \circ \ldots \circ SD_n)(u), \quad \text{(with } k \text{ factors } SD_n). \]

**Lemma 4.** For all \( k \in \mathbb{N}, n \in \mathbb{N}_0 \), and all \( u \in \ker(\partial_n) \) we have

\[ [\alpha^k \cdot SD_n^{(k)}(u)]_\sim = [\alpha^k \cdot u]_\sim \quad \text{and} \quad [b^k \cdot SD_n^{(k)}(u)]_\sim = [b^k \cdot u]_\sim. \]

**Proof.** We prove the first equation by induction on \( k \). Note that, if \( \partial_n(u) = 0 \), also \( \partial_n(SD_n^{(k)}(u)) = 0 \) (because \( SD_n \) commutes with the boundary operator), and note that \( SD_n \) is a linear map. Assume for some \( k \in \mathbb{N} \) for an \( u \in \ker(\partial_n) : [\alpha^k \cdot SD_n^{(k)}(u)]_\sim = [\alpha^k \cdot u]_\sim \). Further let \( w := \alpha^k \cdot SD_n^{(k)}(u) \), hence \( w \) is a cycle, too. Thus we get

\[ [\alpha^{k+1} \cdot u]_\sim = [\alpha \cdot \alpha^k \cdot u]_\sim = [\alpha \cdot SD_n^{(k)}(\alpha \cdot u)]_\sim = [\alpha \cdot SD_n^{(k)}(w)]_\sim = [\alpha \cdot \alpha^k \cdot SD_n^{(k)}(w)]_\sim = [\alpha^{k+1} \cdot SD_n^{(k+1)} (u)]_\sim. \]

This proves the first equation of the lemma for all \( k \in \mathbb{N}. \)

**Lemma 5.** For all weights \( \tilde{m} = (a, b) \in \mathbb{R}^2, (a, b) \) has the property \( \mathcal{NC}_{\mathcal{D}} \), and for all \( k \in \mathbb{N} \) there is an element \( r_k \in \mathcal{R} \) such that the equation \( \partial_n \circ SD_n^{(k)}(u) = [u]_\sim \) holds for all \( u \in \ker(\partial_n) \) and \( n \in \mathbb{N}_0 \) on the level of homology classes.

**Proof.** The property \( \mathcal{NC}_{\mathcal{D}} \) means that for all \( k \in \mathbb{N} \) there are \( x_k, y_k \in \mathcal{R} \) such that \( x_k \cdot a^k + y_k \cdot b^k = 1 \). Now set \( r_k := x_k \cdot b^k + y_k \cdot a^k \). Take the previous Lemma 4 and write

\[ [u]_\sim = [1 \cdot u]_\sim = [(x_k \cdot a^k \cdot y_k \cdot b^k) \cdot u]_\sim = x_k \cdot [a^k \cdot u]_\sim + y_k \cdot [b^k \cdot u]_\sim = x_k \cdot [b^k \cdot SD_n^{(k)}(u)]_\sim + y_k \cdot [a^k \cdot SD_n^{(k)}(u)]_\sim = (x_k \cdot b^k + y_k \cdot a^k) \cdot [SD_n^{(k)}(u)]_\sim = r_k \cdot [SD_n^{(k)}(u)]_\sim, \]

and the lemma is proved.

Now let’s return to the statement of Proposition 1. We still are proving that for all \( n \in \mathbb{N} \) the canonical inclusions \( \mathcal{K}_n(X \cup U) \rightarrow \mathcal{K}_n(X) \) induce isomorphisms

\[ j_n : \mathcal{H}_n(X \cup U) \xrightarrow{\sim} \mathcal{H}_n(X). \]

Note that, for a continuous \( T : \mathbb{I}^n \rightarrow X \), the image \( T(\mathbb{I}^n) \) is compact in \( X \), and for the given open covering \( \{ Int(U_i) \mid i \in \mathbb{I} \} \) of \( X \) a finite subset is sufficient to cover \( T(\mathbb{I}^n) \). Further note that the diameters of the \( 3^n \) elements of the chain
7. Computing Homology Groups. Dividing by the Degenerate Maps

In the last section we proved the excision axiom for a ‘weight’ \( \tilde{m} = (m_0, m_1) \) which has the property \( NCD \). In this way we constructed an extraordinary homology theory. When you read the construction of this homology theory for the first time it seems to be very difficult to compute the homology modules of any space, except for a point. But fortunately there is an old (1968) paper [2], which helps us by using the ordinary singular homology theory.
Theorem 4. For abelian groups $\mathcal{A}$ and all $n \in \mathbb{N}_0$ and all pairs of finite CW-complexes $(X, B)$ let $\mathcal{SH}_n[(X, B); \mathcal{A}]$ be the $n^{th}$ ordinary singular homology group (with coefficient group $\mathcal{SH}_0[(\text{point}); \mathcal{A}]$. Let $\mathcal{R} := \mathbb{Z}$. Let $\tilde{m} = (a, b) \in \mathbb{Z}^2$ with $\gcd(a, b) = 1$. Then we have for each pair of finite CW-complexes $(X, B)$ and for all $n \in \mathbb{N}_0$:

If $\{a,b\} = \{1,-1\}$ then there is an isomorphism

$$\tilde{m} \mathcal{H}_n(X, B) \cong \sum_{k=0}^n \mathcal{SH}_k[(X, B); \mathbb{Z}].$$

If $\{a, b\} \neq \{1, -1\}$, so that the index $\sigma = a + b \neq 0$, then

$$\tilde{m} \mathcal{H}_n(X, B) \cong \begin{cases} \sum_{k \in \{0,1,2, \ldots \} \wedge 2k \leq n} \mathcal{SH}_k[(X, B); \mathbb{Z}_\sigma] & \text{if } n \text{ is even,} \\ \sum_{k \in \{0,1,2, \ldots \} \wedge 2k+1 \leq n} \mathcal{SH}_{2k+1}[(X, B); \mathbb{Z}_\sigma] & \text{if } n \text{ is odd.} \end{cases}$$

Proof. See [2], and use the homology groups of a point, computed in section 3. □

Recall that in section 3 we calculated the homology groups of a point for an arbitrary $\mathcal{R}$, and note that ‘our’ homology theory $\tilde{m} \mathcal{H}_n$ differs from the usual singular homology theory. But, as we announced in the abstract, we can divide the chain modules $\mathcal{K}_n(X)$ by suitable submodules, and in the case of $\tilde{m} = (m_0, m_1)$ where $(m_0, m_1)$ has the property $\mathcal{NCD}$, we shall obtain the usual singular homology theory with the coefficient module $\mathcal{R}/(\sigma \mathcal{R})$. Compare [9, p.12,13], or [8, p.236 ff], where this process is called a normalization.

As always, a new part begins with definitions, see the definitions 6 - 10.

Lemma 6. For all weights $\tilde{m} = (m_0, m_1, \ldots, m_L) \in \mathcal{R}^{L+1}$ (hence its index is $\sigma = \sum_{i=0}^L m_i$), for $n \in \mathbb{N}$ the boundary operator $\partial_n : \mathcal{K}_n(X) \longrightarrow \mathcal{K}_{n-1}(X)$ yields a map

$$\partial_n |_{\Gamma_{\sigma,n}(X)} : \Gamma_{\sigma,n}(X) \longrightarrow \Gamma_{\sigma,n-1}(X).$$

Proof. Let $u \in \Gamma_{\sigma,n}(X)$. We know that

$$u = u_1 + u_2, \text{ with } u_1 \in \text{Ideal}_{\sigma,n}(X), u_2 \in \mathcal{K}_{D,n}(X).$$

Hence it follows that $\partial_n(u_1) \in \text{Ideal}_{\sigma,n-1}(X)$, since $\partial_n$ is linear. And we have $u_2 = \sum_{k=1}^L r_k \cdot T_k$, and all the $T_k$’s are degenerate. Take $T := T_k$, and assume that $T$ is degenerate at the $j^{th}$ component, $j \in \{1, 2, \ldots, n\}$, i.e. for all $y, z \in [0,1]$ we have (see Definition 6)

$$T(x_1, x_2, \ldots, x_{j-1}, y, x_{j+1}, \ldots, x_n) = T(x_1, x_2, \ldots, x_{j-1}, z, x_{j+1}, \ldots, x_n).$$

By the definition of $\partial_n(T)$ it follows that

$$\partial_n(T) = \sum_{j \in \{1, 2, \ldots, n\} \wedge j \neq k} (-1)^{j+1} \sum_{i=0}^L m_i \langle T \rangle_{n, i, j} + (-1)^{j+1} \sum_{i=0}^L m_i \langle T \rangle_{n, i, j}.$$

The first summand is a linear combination of degenerate maps. We compute the
second summand. For a point \((x_1, x_2, \ldots, x_{n-1}) \in \Gamma^n\) we have:

\[
\sum_{i=0}^{L} m_i \cdot \langle T \rangle_{n, i, j} (x_1, x_2, \ldots, x_{j-1}, x_j, \ldots, x_{n-1})
\]

\[
= \sum_{i=0}^{L} m_i \cdot T (x_1, x_2, \ldots, x_{j-1}, \frac{i}{L} x_j, \ldots, x_{n-1})
\]

\[
= T(x_1, \ldots, x_{j-1}, *, x_j, \ldots, x_{n-1}) \cdot \sum_{i=0}^{L} m_i
\]

\[
= T(x_1, \ldots, x_{j-1}, *, x_j, \ldots, x_{n-1}) \cdot \sigma.
\]

Thus, the second summand is an element of \(\text{Ideal}_{\sigma, n-1}(X)\).

In Definition 10 we defined the quotient \(\mathcal{R}\)-module \(\mathcal{K}_n(X, A)_{\sim \Gamma, \sigma}\). By the previous Lemma 6 the boundary operators \((\partial_n)_{n \geq 0}\) yield a chain complex

\[
\cdots \xrightarrow{\partial_{n+1}} \mathcal{K}_n(X, A)_{\sim \Gamma, \sigma} \xrightarrow{\partial_n} \mathcal{K}_{n-1}(X, A)_{\sim \Gamma, \sigma} \xrightarrow{\partial_{n-1}} \cdots \xrightarrow{\partial_0} \{0\}.
\]

This leads to homology \(\mathcal{R}\)-modules as usual, \(\overline{m}\mathcal{H}_n/\Gamma(X, A) := \frac{\text{kernel}(\partial_n)}{\text{image}(\partial_{n+1})}\), for \(n \in \mathbb{N}_0\).

Example: In section 3 we calculated the homology groups for a one-point space \(\{p\}\). We had for \(\sigma = 0\) that \(\overline{m}\mathcal{H}_n(p) \cong \mathcal{R}\) for all \(n \in \mathbb{N}_0\), and for arbitrary indexes \(\sigma\) we got:

\[
\overline{m}\mathcal{H}_n(p) \cong \begin{cases} \{x \in \mathcal{R} \mid \sigma \cdot x = 0\} & \text{if } n \text{ is odd} \\ \mathcal{R}/(\sigma \cdot \mathcal{R}) & \text{if } n \text{ is even.} \end{cases}
\]

For the space \(\{p\}\) and for \(n \in \mathbb{N}\) the single map \(T : \Gamma^n \to \{p\}\) is degenerate, but \(T : \Gamma^n \to \{p\}\) is not. Hence \(\Gamma_{\sigma, 0}(p) = \text{Ideal}_{\sigma, 0}(p) \cong \sigma \cdot \mathcal{R},\) thus the generating chain complex \(\overline{m}\mathcal{K}_*(p) = \cdots \xrightarrow{\partial_3} \mathcal{K}_3(p) \xrightarrow{\partial_2} \mathcal{K}_2(p) \xrightarrow{\partial_1} \mathcal{K}_1(p) \xrightarrow{\partial_0} \mathcal{K}_0(p) \xrightarrow{\partial_0} \{0\}\),

i.e. \(\overline{m}\mathcal{K}_*(p) \cong \cdots \xrightarrow{\partial_3} \mathcal{R} \xrightarrow{\partial_2} \mathcal{R} \xrightarrow{\partial_1} \mathcal{R} \xrightarrow{\partial_0} \mathcal{R} \xrightarrow{\partial_0} \{0\},\)

turns, by dividing for each \(n \in \mathbb{N}_0\) by \(\Gamma_{\sigma, n}(p),\) into

\[
\cdots \xrightarrow{\partial_3} \mathcal{K}_3(p)_{\sim \Gamma, \sigma} \xrightarrow{\partial_2} \mathcal{K}_2(p)_{\sim \Gamma, \sigma} \xrightarrow{\partial_1} \mathcal{K}_1(p)_{\sim \Gamma, \sigma} \xrightarrow{\partial_0} \mathcal{K}_0(p)_{\sim \Gamma, \sigma} \xrightarrow{\partial_0} \{0\}\]

\[
\cong \cdots \xrightarrow{\partial_3} \{0\} \xrightarrow{\partial_2} \{0\} \xrightarrow{\partial_1} \mathcal{R}/(\sigma \cdot \mathcal{R}) \xrightarrow{\partial_0} \{0\}.
\]

Hence it follows that \(\overline{m}\mathcal{H}_n/\Gamma(p) \cong \begin{cases} \{0\} & \text{for } n \in \mathbb{N} \\ \mathcal{R}/(\sigma \cdot \mathcal{R}) & \text{for } n = 0. \end{cases}\)

**Corollary 1.** If we take a weight \(\overline{m} = (a, b) \in \mathbb{R}^2,\) and if \((a, b)\) has the property \(\text{NCD},\) the homology theory \(\overline{m}\mathcal{H}_n/\Gamma := (\overline{m}\mathcal{H}_n/\Gamma)_{n \geq 0}\) is isomorphic to the ordinary singular homology theory on all pairs of finite \(\text{CW}\)-complexes, and we have a coefficient module \(\overline{m}\mathcal{H}_0/\Gamma(p) \cong \mathcal{R}/(\sigma \cdot \mathcal{R}),\) with \(\sigma = a + b.\)
Proof. As we proved above, the homology theory \( \overline{\mathcal{H}} \) fulfils all of the Eilenberg-Steenrod axioms except one. That means the axioms of exactness, homotopy and excision are satisfied. By dividing the chain modules \( K_n(X, A) \) by \( \Gamma_{\sigma,n}(X, A) \) and using the boundary operator \( \partial_n \), we get the homology modules \( \overline{\mathcal{H}}_{\sigma,n}(X, A) \), and the dimension axiom will be added, while the other three axioms remain. Thus, with the uniqueness theorem proved by Eilenberg and Steenrod, we have the uniqueness of the homology groups for all finite \( CW \)-complexes \((X, A)\). See [6, p.51 ff], or [3, p.100 ff].

Corollary 2. The usual singular homology theory is a special case of the class which is developed here. If we take the weight \( \overline{m} := (1, -1) \in \mathbb{Z}^2 \), the homology theory \( \overline{\mathcal{H}}_{\overline{m}} \) is isomorphic to the usual singular homology theory on all pairs of finite \( CW \)-complexes, and the coefficient group is \( \mathbb{Z} \).

Proof. By the previous Corollary 1. Or see for the last time [9, p.11-37].

8. Final Suggestion

We cannot decide whether this new homology theory has any important application. Perhaps it might be an interesting tool for other mathematicians. It is easy to see one difficulty: The computation of the homology modules of the one-point space is very simple. But to do the same for other topological spaces might be more complicate (except for finite \( CW \)-complexes, see Theorem 4), although the homotopy axiom and the excision axiom and the exactness axiom hold. There are not enough \( \{0\} \)'s in the homology modules of a point, e.g. for \( \mathcal{R} := \mathbb{Z} \) and \( \sigma \neq 0 \) only every second is the trivial group \( \{0\} \). So it would be an improvement for a better application if we can increase the number of \( \{0\} \)'s.

Let \( \beta \) be a fixed element from the set \( \mathbb{N}_0 \cup \{\infty\} \). Then we generate a chain complex

\[
\cdots \to \overline{\partial}_{n+1} \beta K_n(X) \xrightarrow{\overline{\partial}_n} \beta K_{n-1}(X) \xrightarrow{\overline{\partial}_{n-1}} \cdots \to \overline{\partial}_1 \beta K_0(X) \xrightarrow{\overline{\partial}_0} \{0\}
\]

if we define for all \( n \in \mathbb{N}_0 \):

\[
\beta K_n(X) := \begin{cases} 
K_n(X) & \text{if } n \geq \beta \\
K_n(X)_{\sim \Gamma, \sigma} & \text{if } 0 \leq n < \beta.
\end{cases}
\]
If we have chosen a number $\beta \in \mathbb{N}$, then let $\partial_{\beta} : K_{\beta}(X) \to K_{\beta-1}(X) \sim \Gamma, \sigma$ be the $\beta^{th}$ boundary operator by defining $\partial_{\beta} := \partial_{\beta} \circ t_{\beta} = t_{\beta-1} \circ \partial_{\beta}$. This means that for the special cases $\beta = 0$ and $\beta = \infty$ we have for all $n \in \mathbb{N}$:

$$0 \mathcal{K}_{n}(X) = \mathcal{K}_{n}(X) \quad \text{and} \quad \infty \mathcal{K}_{n}(X) = \mathcal{K}_{n}(X) \sim \Gamma, \sigma,$$

respectively.

For arbitrary weights $\bar{m}$ we define for $n \in \mathbb{N}$: $\bar{m}, \beta \mathcal{H}_{n}(X) := \frac{\ker(\partial_{n})}{\text{image}(\partial_{n+1})}$, and we get sequences $\bar{m}, \beta \mathcal{H} := (\bar{m}, \beta \mathcal{H}_{n})_{n \geq 0}$ of homology modules; with the two we have developed here as special cases, i.e. for $\beta = 0$ and $\beta = \infty$ we get

$$\bar{m}, 0 \mathcal{H} = \bar{m} \mathcal{H} \quad \text{and} \quad \bar{m}, \infty \mathcal{H} = \bar{m} \mathcal{H}/\Gamma.$$

Example: For the one-point space $\{p\}$ (which is our favourite topological space obviously) and $\mathcal{R} := \mathbb{Z}$ and for the weight $\bar{m} := (1, 4)$ and $\beta := 7$ or $\beta := 8$ we obtain for $n \in \mathbb{N}$:

$$(1, 4), 7 \mathcal{H}_{n}(p) \cong \begin{cases} \mathbb{Z}_{5} & \text{for } n \in \{0, 8, 10, 12, 14, \ldots \} \\
\mathbb{Z} & \text{for } n = 7 \\
\{0\} & \text{for } n \in \{1, \ldots, 6, 9, 11, 13, 15, \ldots \}, \end{cases}$$

$$(1, 4), 8 \mathcal{H}_{n}(p) \cong \begin{cases} \mathbb{Z}_{5} & \text{for } n \in \{0, 8, 10, 12, 14, \ldots \} \\
\{0\} & \text{for } n \in \{1, \ldots, 7, 9, 11, 13, 15, \ldots \}. \end{cases}$$
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